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Abstract

Our modern life has grown to depend on many and nearly ubiquitous large complex engi-
neering systems. Over the past decades, engineering solutions have evolved from singular
technical artifacts into engineering systems that deliver multiple services within a societal
and economic context. As these engineering systems perform more services, the delivery
of such services becomes increasingly interdependent. Examples include electrified trans-
portation systems, the energy-water nexus, and microgrid-enabled production systems. The
interdependence of these systems raises timely questions about resilience and sustainability.

Due to their complexity, these engineering systems require a novel way to be measured,
managed, and optimized. This thesis therefore concentrates on the advancement of a
modeling framework to enable the analysis of engineering systems. Such a modeling
framework is required to accommodate both the extreme heterogeneity of engineering
systems as well as their quantitative nature to enable study of engineering system structure,
dynamic behavior, and optimal control.

This thesis builds on a Hetero-functional Graph Theory as a modeling framework that
accommodates both the heterogeneity and quantitative nature of engineering systems. The
work aims to root the mathematical concepts of Hetero-functional Graph Theory in the
engineering systems and systems engineering literature, it aims to provide a single consistent
overview of the theory, it aims to explore new application domains for dynamic models
based on Hetero-functional Graph Theory, and it aims to develop a framework to optimize

such dynamic models.
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Preface

This thesis is the culmination of the author’s graduate studies at Dartmouth College’s
Thayer School of Engineering. The thesis aims to tell the story of the advancement of
hetero-functional graph theory for the analysis of structure, dynamics, and optimization
of engineering systems. This preface aims to provide context to the thesis through a brief
introduction to engineering systems, a backstory of hetero-functional graph theory, and an
overview of the publications leveraged in each chapter.

Engineering systems are understood to be “a class of systems characterized by a high
degree of technical complexity, social intricacy, and elaborate processes, aimed at fulfilling
important functions in society” [1]. These services range from providing transportation
and logistics services to the delivery of electric power (Engineering Systems are more
extensively introduced in Chapters 1 and 2). This thesis proposes a hetero-functional graph
theory as a mathematical framework for the development of quantitative models to enhance
the ability to understand, analyze, and operate engineering systems.

Hetero-functional Graph Theory originates in the work of the author’s advisor, Prof.
Amro M. Farid, initiated over a decade ago during his Ph.D. work [2]. Prof. Farid’s
thesis [2] adopts concepts from the Axiomatic Design literature (specifically, the work by
Prof. Nam Suh [3]) which has lead to the development of Axiomatic Design for Large
Flexible Engineering Systems and the book “Axiomatic Design in Large Systems: Complex
Products, Buildings and Manufacturing Systems" [4]. That book on Axiomatic Design also

used the term “Hetero-functional Network" for the first time. Shortly thereafter, the theory
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was compiled to provide a complete and consistent overview of hetero-functional graph
theory for engineering system structure in the book “A Hetero-functional Graph Theory for
Modeling Interdependent Smart City Infrastructure" [5].

The author’s work is part of a larger effort in the LIINES (Laboratory for Intelligent
Integrated Networks of Engineering Systems) to advance the theory and analytics for
engineering systems. Below, an overview is provided of the lab’s work related to hetero-

functional graph theory across various application domains.
1. Mass-Customized Production Systems [2,6-22]
2. Multi-Modal Transportation Systems [23-25].
3. Electric Power Systems [26—29].
4. (Multi-Modal) Electrified Transportation Systems [30-33]
5. Microgrid-Enabled Production Systems [34,35]
6. Personalized Healthcare Delivery Systems [36—46]

For a more extensive discussion of these works, the reader is referred to Chapter 6 of the
book on hetero-functional graph theory [5] and to the website of the LIINES [47].

This thesis establishes the contributions that the author has made to advance the liter-
ature in the field of Engineering Systems through hetero-functional graph theory and its
applications. The list below presents an overview of the chapters in the dissertation and
their associated publications. Chapters 1 and 2 incorporate and rearrange multiple existing
publications to establish the story of the thesis with clarity. The remainder of the chapters

integrate relevant publications in a straightforward manner.

* Chapter 1: Introduction draws on the first chapter in the book “A Hetero-functional
Graph Theory for Modeling Interdependent Smart City Infrastructure” [5] (Chapter 1

entitled “Introduction”). Furthermore, the chapter also draws on the 23rd chapter in
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the “Handbook for Engineering System Design" [48] (Chapter 23 entitled “Evaluating

Engineering System Interventions").

« Chapter 2: Background draws on the 23" chapter in the “Handbook for Engi-
neering System Design" [48] (Chapter 23 entitled “Evaluating Engineering System
Interventions"). Furthermore, the chapter draws on Chapters 2 and 3 in the book
on hetero-functional graph theory [5] (Chapter 2 entitled “The Need for Hetero-
functional Graph Theory", and Chapter 3 entitled “Hetero-functional Graph Theory

Preliminaries').

* Chapter 3: Hetero-functional Graph Theory incorporates the fourth chapter from
the book “A Hetero-functional Graph Theory for Modeling Interdependent Smart City
Infrastructure” [5] (Chapter 4 entitled “Hetero-functional Graph Theory") into the

thesis.

* Chapter 4: Modeling Interdependent Smart City Infrastructures with Hetero-
functional Graph Theory incorporates the fifth chapter and the Appendix into the
thesis, both drawn from the book “A Hetero-functional Graph Theory for Modeling
Interdependent Smart City Infrastructure” [5] (Chapter 5 entitled “Modeling Inter-
dependent Smart City Infrastructure Systems with HFGT" and Appendix A entitled

“Representing a Four-Layer Network in Hetero-functional Graph Theory").

* Chapter 5: Dynamic Systems Modeling with Hetero-functional Graph Theory
presents the author’s first strides towards advancing hetero-functional graph theory.
The chapter incorporates an article published in the Journal of Cleaner Production
entitled “A Dynamic Model for the Energy-Management of Microgrid-Enabled Pro-

duction Systems" [35].

* Chapter 6: Optimization of Dynamic Systems with Hetero-functional Graph

Theory seeks to advance an optimization program for a hetero-functional graph
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theory-based dynamic model. The work in this chapter is to be published.

* Chapter 7: Conclusion concludes the thesis and draws on the different chapters and

publications listed above.

Finally, as engineering systems span a broad set of engineering disciplines, the advancement
of hetero-functional graph theory requires demonstration through a variety of applications.

The three most prominent application domains featured in this thesis are:

1. Interdependent Smart City Infrastructures,

2. Microgrid-Enabled Production Systems, and

3. Hydrogen-Natural Gas Systems.

Wester C.H. Schoonenberg
Hanover, NH, USA
February 2021
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Chapter 1

Introduction and Purpose

1.1 Context

In the context of 215 century grand challenges, the field of engineering systems has emerged
at the intersection of engineering, management, and the social sciences. Over the past
decades, engineering solutions have evolved from engineering artifacts that have a single
function, to systems of artifacts that deliver a specific service, and finally, to engineering
systems that deliver multiple services within a societal and economic context. In order to
understand engineering systems, a holistic approach is required that assesses their impact

beyond technical performance. Engineering systems are defined as:

Definition 1.1: Engineering System [1]: A class of systems characterized by a high de-
gree of technical complexity, social intricacy, and elaborate processes, aimed at fulfilling
important functions in society. [

Furthermore, there are a number of characteristics that distinguish engineering systems

from other systems. Engineering systems...

e ... exist in the real world. They always have physical components, but are also likely

to contain informational components.

» ... are artificial. Engineering systems are man-made, but often integrate into the



natural world.

* ... have dynamic properties. Engineering systems change over time, and have a sense

of temporality.

* ... have a hybrid state. The states of engineering systems are usually both discrete and

continuous.

e ... contain some human control.

A prime example of an engineering system is the New York City rail system: First, the
metro system is a physical system that transports people throughout the city. Second, the
rail system is clearly man-made and thus artificial. Third, the system is dynamic. Trains
move through the system and the system itself also changes as a result of failure or planned
maintenance. Fourth, the metro system incorporates both discrete and continuous dynamics.
For example, discrete states describe signals, that are either red or green. The continuous
dynamics describe the travel of a train through the system. The position of the train is
a continuous state as the train drives from one station to the next. Finally, the system is
controlled by a combination of centralized and distributed control, where the central control
room decides on routing and signaling, but the trains also have drivers that have direct
control over the train in the system.

When this example is placed within its larger context, the city of New York, it becomes
clear that the rail system is dependent on other urban infrastructure systems to function. The
rail system relies on the electric power grid for propulsion, on the pedestrian infrastructure
for its passengers, and on the IT infrastructure for controls, monitoring, and passenger
convenience. These infrastructures serve more than one purpose, the electric power grid also
delivers electric power to homes, the pedestrian infrastructure is also used to walk to other
places than a metro station, and the IT infrastructure may be shared with emergency services.
It now becomes clear that as cities become more crowded, their infrastructures need to fulfill

more services. Systems theory [53] and design theory [3] recognize that a large number

2



of functional requirements imposed on a confined space (the city) inherently couples the
elements of the systems. Consequently, the infrastructures become interdependent [54—62].

The combination of the characteristics of engineering systems and the interdependence
of such systems raises timely and poignant questions about life-cycle properties, such as
resilience and sustainability [1,63,64]. For example, there is a growing recognition that
in order to achieve long term sustainability through deep decarbonization, cities will have
to invest heavily in electrified transportation [31, 32,50, 65]. And yet, the experience of
hurricane Sandy reminded us that the dependence of the rail system on the electric power
grid reduced the resilience of the transportation system: It was impossible to evacuate a city
as large as New York City without the electrified rail system [66]. In other words, whereas
electrified transportation can serve to bring about greater sustainability, it may indeed hinder
a cities’ resilient response to natural disasters. In conclusion, engineering systems need
to balance trade-offs of operating efficiency with sustainability and resilience (and other
life-cycle properties). The engineering systems literature has developed the “ilities” (or
life-cycle properties) as properties that are defined beyond the core function of the systems
and provide support so as to understand the complex set of requirements surrounding these

engineering systems. The “ilities" are defined as:

Definition 1.2: ilities [1]: The ilities are desired properties of systems, such as flexibility or
maintainability (usually but not always ending in “ility"), that often manifest themselves
after a system has been put to its initial use. These properties are not the primary functional
requirements of a system’s performance, but typically concern wider system impacts with
respect to time and stakeholders than are embodied in those primary functional requirements.
The ilities do not include factors that are always present, including size and weight (even if

these are described using a word that ends in “ility"). [



1.2 Problem Identification

It is clear that engineering systems are more complex than the systems of old (mere combina-
tions of artifacts). These engineering systems require a novel way to be measured, managed,
and optimized. For the analysis of these systems, experimentation is nearly impossible
as changes are invasive, potentially disruptive to the services they deliver, and costly. A
data-based approach to analyzing engineering systems may seem to be a better option, but
as engineering systems require structural interventions, the predictive power of data-based
approaches is limited. A model-based analysis of engineering systems requires a deep
knowledge of the system and enables the study of structural and behavioral interventions
at a low cost without having to disrupt a functioning system. This work concentrates on
the advancement of a modeling framework to enable the analysis of engineering systems.
Such a modeling framework is required to accommodate both the extreme heterogeneity
of engineering systems as well as their quantitative nature to enable study of engineering

system structure, dynamic behavior, and optimal control.

1.3 Existing Solutions and Their Shortcomings

Though the field of engineering systems has been defined within the past decade, the mod-
eling frameworks stem from a variety of other disciplines, including systems engineering,
mathematics, and product design [48,67]. The dominant modeling framework is the Systems
Modeling Language (SysML) that leverages intuitive graphical models to represent a wide
variety of heterogeneous systems [68—70]. The major limitation of SysML is its lack of
support for quantitative analysis of the system.

On the other hand, quantitative modeling approaches often limit the heterogeneity of the
modeled systems. Many measures of resilience and sustainability rely on a graph theoretic
framework [71-89]. In such cases, the graph defined as a tuple of identical nodes and

identical edges that connect them, is well-suited to the study of a single homogeneous



engineering system [88-92]. However, the assumption of a set of identical nodes and edges
is ill-suited to an interdependent engineering system composed of multiple systems of
fundamentally different functions [5,93].

The field of multilayer networks has been founded in an effort to enhance the modeling
power of graph theory by expanding the definition of the modeling elements in a graph
[94,95]. Over the past decade, numerous methods have tried to provide a consistent
approach to model these networks-of-networks. However, as discussed by Kivela et al, all

these multilayer network methods have their respective modeling limitations [95].

1.4 Proposed Solution

In contrast to the aforementioned modeling frameworks, Hetero-functional Graph Theory
has emerged over the past decade to be the first quantitative structural modeling framework
that captures all five parts of system structure (i.e. the system boundary, the formal elements
of the system, the connections between them, the functional elements of the system, and their
allocation to the formal elements) [5]. It enables the structural modeling of a heterogeneous
large flexible engineering system and explicitly accommodates all five types of system
processes (i.e. Transform, Transport, Store, Exchange, and Control) and all five types of
operands (i.e. Living Organisms, Matter, Energy, Information, and Money) that regularly
appear in engineering systems [1]. Furthermore, Hetero-functional Graph Theory has
been used as the underlying structure for structural and dynamic system models across
many different application domains including manufacturing systems [2,6—22], multi-modal
transportation systems [23-25], electric power systems [26,27,27], multi-modal electric
transportation systems [30—33], microgrid-enabled production systems [34,35], personalized
healthcare delivery systems [36—45].

The development of Hetero-functional Graph Theory, however, has been distributed over

many works and has not yet been consolidated in a single work. This thesis thus chooses



to advance a Hetero-functional Graph Theory. The thesis aims to root the mathematical
concepts of Hetero-functional Graph Theory in the engineering systems and systems engi-
neering literature, it aims to provide a single consistent overview of the theory, it aims to
explore new application domains for dynamic models based on Hetero-functional Graph

Theory, and it aims to develop a framework to optimize such dynamic models.

1.5 Thesis Statement and Research Questions

In order to address the challenges in the literature as identified above, this thesis aims to
fulfill the following Thesis Statement:

Thesis Statement: A Hetero-functional Graph Theory provides a novel approach to
modeling the structure of large flexible engineering systems such that it enables simulation

and optimization of the behavior of such systems.

This thesis statement is fulfilled through answers to four central research questions:

¢ Research Question 1:

Why are existing modeling frameworks for engineering system structure inadequate?

The first research question seeks to provide rationale and evidence to support the need

for a new modeling framework to describe engineering system structure.

¢ Research Question 2:
What is an ontologically clear structural model of a hetero-functional engineering

system?

The second research question seeks to provide a novel, internally consistent structural
modeling framework for hetero-functional engineering systems. Furthermore, to
answer this research question, a demonstration of such a modeling framework is

required.



* Research Question 3:
How can a Hetero-functional Graph Theory structural model be revised with dynamic

behavior so as to simulate an engineering system?

The third research question seeks to provide a dynamic model based on the Hetero-
functional Graph Theory structural modeling framework. This dynamic model then

demonstrates the dynamic behavior of an engineering system through simulation.

* Research Question 4:

How can a Hetero-functional Graph Theory dynamic model be optimized?

The final research question seeks to provide an optimization program based on the
principles of the dynamic simulation environment as developed for Research Question

3.

1.6 Outline

The thesis consists of seven chapters that, together, aim to seek answers to the thesis
statement and research questions listed above. Each of these chapters (except Chapter
6) relies heavily on previously published work. The outline below serves to provide the

high-level thread of this thesis.

* Chapter 2: Background: consists of three sections that provide the reader with /)
context to the methods of analysis in the field of engineering systems, 2) detail regard-
ing the shortcomings of existing modeling methods, and 3) prerequisite information
that support the introduction and advancement of Hetero-functional Graph Theory
in the remainder of the thesis. The work in this chapter is drawn from three publica-
tions: 1. Book Chapter 23 entitled: “Evaluating Engineering Systems Interventions",
in the book “Handbook of Engineering System Design" [48], 2. Book Chapter 2,

called “The Need for Hetero-functional Graph Theory", in the book “A Hetero-func-



tional Graph Theory for Modeling Interdependent Smart City Infrastructure” [5], and
3. Book Chapter 3, called “Hetero-functional Graph Theory Preliminaries", in the
book “A Hetero-functional Graph Theory for Modeling Interdependent Smart City

Infrastructure” [5].

Chapter 3: Hetero-functional Graph Theory: provides the first complete overview
of hetero-functional graph theory. It present the seven mathematical models in hetero-
functional graph theory and establishes their associations to SysML diagrams. The
work in this chapter is drawn from Book Chapter 4, called “Hetero-functional Graph
Theory", in the book “A Hetero-functional Graph Theory for Modeling Interdependent

Smart City Infrastructure” [5].

Chapter 4: Modeling Interdependent Smart City Infrastructures with Hetero-
functional Graph Theory: applies a hetero-functional graph theory to two test cases
to demonstrate how the theory can be used, and that the theory does not impose
the ontological and modeling constraints imposed by other quantitative structural
models. The test cases are instantiations of interdependent smart city infrastructure
systems. The work in this chapter is drawn from Book Chapter 5, called “Modeling
Interdependent Smart City Infrastructure Systems with HFGT", and Appendix A,
called “Representing a Four Layer Network in Hetero-functional Graph Theory", in
the book “A Hetero-functional Graph Theory for Modeling Interdependent Smart City

Infrastructure” [35].

Chapter 5: Dynamic Systems Modeling with Hetero-functional Graph Theory:
demonstrates how a hetero-functional graph theory structural model supports the
development of a dynamic system model. The chapter develops a dynamic model of a
microgrid-enabled production system and describes the hybrid-dynamic production
system and microgrid dynamics holistically. The work in this chapter is drawn from

a 2017 journal article entitled “A Dynamic Model for the Energy Management of



Microgrid-Enabled Production Systems" in the Journal of Cleaner Production [35].

* Chapter 6: Optimization of Dynamic Systems with Hetero-functional Graph
Theory: aims to develop an optimization program for a dynamic, hetero-functional
graph theory-based model of an engineering system. It establishes a connection
to the Petri net literature and demonstrates the theoretical advancement through a
hydrogen-natural gas infrastructure system test case. The work in this chapter is to be

published.

* Chapter 7: Conclusion: provides the main conclusions for each of the research ques-
tions posed above, an overview of the contributions of this thesis to the engineering
systems and hetero-functional graph theory literature, and a discussion of limitations

of and future work based on the research in this dissertation



Chapter 2

Background

Chapter Abstract:

This chapter develops the context and preliminary information for the thesis in three parts:
1. Section 2.1 (Page 11): Background to Engineering Systems Analysis,
2. Section 2.2 (Page 26): Literature Gap, and
3. Section 2.3 (Page 43): Hetero-functional Graph Theory Preliminaries.

Section 2.1 develops an overview and comparison of three high-level engineering systems
evaluation approaches: 1. experimental approach, 2. data-driven approach, and 3. mod-
el-based approach. The section concludes that the model-based approach is especially
valuable for engineering systems analysis. This section is directly adopted from Book Chap-
ter 23 entitled: “Evaluating Engineering Systems Interventions”, in the book “Handbook of
Engineering System Design" [48].

Section 2.2 contains two main topics: (1) model-based engineering systems analysis
and (2) the need for hetero-functional graph theory. First, Subsection 2.2.1 focuses on
model-based engineering systems analysis approaches and their associated pros and cons.
It establishes that Hetero-functional Graph Theory is especially well-suited to describe

engineering system structure. This subsection is directly adopted from Book Chapter
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23 entitled: “Evaluating Engineering Systems Interventions", in the book “Handbook
of Engineering System Design" [48]. Second, Subsection 2.2.2 details the need for the
advancement of a novel quantitative structural modeling approach to enable engineering
systems analysis, called Hetero-functional Graph Theory. This discussion is directly adopted
from Chapter 2, called “The Need for Hetero-functional Graph Theory", in the book “A
Hetero-functional Graph Theory for Modeling Interdependent Smart City Infrastructure” [5].

Finally, Section 2.3 provides an overview of the preliminary theory to support the
advancement of Hetero-functional Graph Theory and its applications in the remainder of
this thesis. This foundation draws upon the theory of ontologies and the field of systems
engineering and engineering systems. This section is directly adopted from Chapter 3, called
“Hetero-functional Graph Theory Preliminaries”, in the book “A Hetero-functional Graph

Theory for Modeling Interdependent Smart City Infrastructure” [5].

2.1 Background to Engineering Systems Analysis

The first section in this chapter provides a background to the analysis of (engineering)
systems in three parts. Subsection 2.1.1 defines a common framework for describing systems
and using systems thinking abstractions their associated intervention types. Subsection 2.1.2
discusses measurement theory and its application to engineering systems. Subsection 2.1.3

compares different types of evaluation methods for engineering systems analysis.

2.1.1 Describing Systems and Interventions
2.1.1.1 Describing Systems

Engineering Systems, also referred to as socio-technical systems, are complex systems at the

intersection of physics, management, and social sciences [1]. The evaluation of engineering
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system interventions relies on accurate and consistent measurement of the system. As shown
in Figure 2.1, this chapter adopts the approach of many STEM disciplines where systems
are mathematically described as a system of differential algebraic equations (DAESs) that
define the relationship between the inputs u and the outputs z [96,97]. The system is also
said to have states x, algebraic states y, and parameters A. The vector functions f(-), g(-),
and h(-) are differential equations, algebraic equations, and output equations respectively.
While a more complex model based upon the hybrid dynamic systems literature is possible,
a system of differential algebraic equations serves the purposes of this discussion.

Inputs (u) Outputs (z)
— —

Socio-technical
—)-1  Engineering System  [re————-
(open)
_> _>
x=1(x,y,u, 1)
0=g(x,y,u, 1)
z=h(x,y, u, 1)

Fig. 2.1: A mathematical and graphical representation of an arbitrary engineering system.

In addition to the above description, this chapter requires the introduction of four systems
thinking abstractions: (1) system context, (2) system function, (3) system form, and (4)
system concept [1,98]. These abstractions support the classification of intervention types

and their accompanying evaluation methods.

2.1.1.1.1 System Context The system context is the set of interrelated conditions in
which the system exists or occurs [99]. Sometimes, it is also referred to as the system
environment: “All that is external to the system" [100]. The field of Engineering Systems
emphasizes that the system does not operate in a vacuum, but is instead solidly placed in its
context. When an intervention is evaluated, the impact of a system on its context is critical
to truly understand the system’s performance. Sometimes, system outputs are neglected

with severe consequences (e.g. climate change). Naturally, the context also influences the
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system itself and often, it determines the success of the intervention.

2.1.1.1.2 System Behavior System behavior is the response of system outputs to a
change in system inputs or parameters. It reflects the processes, or function of the system:
“what the system does." The system inputs are predominantly a result of the system context,
whereas the parameters are internal to the system. In the context of Engineering Systems,
the system behavior consists of the behavior of the engineering artifacts and the humans that

interact with the system.

2.1.1.1.3 System Form System form is the description of a system’s component ele-
ments and their relationships. The system structure also defines the presence (but not values)
of system states x, algebraic states v, parameters A, inputs #, and outputs z. By adding or
removing elements to/from the system, the number of equations in the vector functions f(:),

¢(+), and h(-) changes.

2.1.1.1.4 System Concept The description of the system as a whole relies on the com-
bination of the system behavior, and the system structure. System concept is the mapping of
system function onto system form (also called the allocated architecture [67]). Consequently,
system concept can be represented by a system of equations. The behavior of the system

results from the coupled equations.

2.1.1.2 Describing Interventions

For the purposes of this chapter, “intervention” is defined as:

Definition 2.1: Intervention: [99] The act of interfering with the outcome or course espe-

cially of a condition or process (as to prevent harm or improve functioning). [

In the context of engineering systems, interventions intend to change the system so as to
improve the outcome of the engineering system. Two types of interventions are recognized:

behavioral and structural.
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2.1.1.2.1 Behavioral Interventions Behavioral interventions aim to change the out-
comes of a system by adjusting the values of the system inputs and system parameters while
the structure of the system is untouched. As a result, behavioral interventions are often
relatively affordable. Decisions to change the operating procedure or policies around a
system may take a long time and are sometimes hard to implement, but the upfront capital
investment is limited because no fundamental changes in the system are necessary.

An example of an intervention based on system inputs is a policy change that increases
the ethanol percentage in gasoline. When a different ethanol/gasoline mixture enters the
system, the emissions of the transportation system will change as a consequence.

An example of an intervention based on system parameters is the reduction of ticket
prices in a public transit system. Ticket prices are internal to the engineering system and
are set as a result of a policy decision. As a consequence of this parameter change, the total
public transit ridership may increase/decrease, with cascading impacts such as: less/more

traffic, less/more emissions, etc.

2.1.1.2.2 Structural Interventions Structural interventions aim to change the structure
of the system, which consists of the systems’ parts and their relationships. These changes
are often physical and require large upfront capital investments. Furthermore, structural
interventions require a revision of the operating procedures and policy around the system,
since the policies of the old system may no longer apply.

An example of adding elements to the system is the addition of a road in a town. This
road adds an “equation” and a “state." The equation describes the flow of traffic on the
road as a result of the state, the number of vehicles on the road. The addition of a road is a
structural intervention and it may also lead to a revision of the local traffic ordinances and
the behavior of vehicles on the road. For example, at the connecting intersections a new
speed limit may be introduced to reduce risk for turning vehicles.

An example of adding variables is the consideration of electric vehicles in parking lot

14



design. Electric vehicles require charging facilities in the parking lot, which changes the

calculation of the required parking spots in building code.

2.1.2 Requirements for Evaluating Interventions

This section discusses measurement as a foundation for the evaluation of engineering system
interventions. Interventions aim to improve the existing engineering system. Consequently,
the evaluation of interventions requires a comparison of (at least) the current system and
the system with the intervention. Such a comparison requires the definition of a common
mathematical framework (or standardizing space) to describe both systems. The process of
first defining this framework and then describing the systems within the framework is called
“measuring.”

This section first discusses the fundamentals of measurement including an overview of
the generic measurement process, measurement scales, and different measurement strategies.
The second part of this section then discusses different approaches to measurement, and
specifically, the differences between measuring a technical system and an engineering
system. Based on this foundation in the measurement of engineering systems, Section 2.1.3

discusses the evaluation methods for engineering system interventions.

Empirical Formal
Relational Measurement —  Relational
System System

: — Statistics /
Intelligence Barrier Mathematics
Empirical Interpretation Numerical
Result Results

Fig. 2.2: A Generic Measurement Process [2]

2.1.2.1 Measurement Fundamentals

The measurement of engineering systems is critical for informed decision-making. Without

an accurate and consistent approach to measuring the empirical system, the foundation for the
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decision-making process is flawed. As shown in Figure 2.2, without measurement, the real
world presents us with an empirical system that exhibits certain phenomena called empirical
results. These results can be viewed as qualitative or anecdotal evidence. The link between
the empirical system and its empirical results is often not well-understood and prevents
effective decision-making. Instead of a direct translation, the empirical system should be
first measured so that real-world phenomena are assigned their associated numerical values
in a formal (mathematical) system. Mathematics, and statistics more specifically, are then
used to determine numerical results in the formal system. These are, in turn interpreted,
to become empirical results. The empirical and formal systems must possess methods by
which their respective objects can be related and ultimately compared.

More specifically, the Empirical Relational System contains a nonempty set of empir-
ical objects that are to be measured, with relations between and closed binary operations
on the empirical objects. Note that these relations are independent of the measure function.
The Formal Relational System is a nonempty set of formal objects with relations between

and closed binary operations on the formal objects.

Definition 2.2: Measurement [101, 102]: “Measurement is the process of empirical, objec-
tive assignment of symbols to attributes of objects and events of the real world, in such a

way as to represent them, or to describe them." — Finkelstein, 1982 |

Measurement consists of three elements: (1) a set of measurables, (2) a standardizing
space, and (3) a measure function. The set of measurables is defined as a set of objects
with a specific attribute type. The standardizing space is a basic construct to which all
the measurements can be compared. Finally, the measure function performs the empirical
and objective assignment as mentioned in the definition of measurement. A consistent
measure function ensures a consistent measurement of empirical relational systems to
formal relational systems. If two empirical systems have been translated to formal systems
with the same measure function, the formal systems can be compared rather than their

respective empirical systems.
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Table 2.1: Classification of measurement scales [2]

Scale Type | Applicable Statistics Example

Nominal Non-parametric Football player uniform
numbers

Ordinal Rank Order & above 1Q

Interval Arithmetic Mean & above | Celsius Scale

Ratio Percentage & above Kelvin Scale

Absolute Additivity & above Counting

Definition 2.3: Measure [2]: A measure (or measure function) is a one-to-one function that

acts on a set of (empirical) objects and returns a formal object. [

Note that often the term “measure" and “metric" are confused. Metric, however, is

defined as:

Definition 2.4: Metric [103]: A metric, also called a distance function, defines the distance

between a pair of elements in a set. [

Not all empirical relational system can be measured in the same way. For example,
human behavior and a block of iron do not have the same attributes. The type of empirical
system, with its related attributes, determines the type of measurement scales that can be
used to measure the system. This impacts the type of numerical results downstream in
the measurement process, because not all mathematics and statistics can be used for all
measurement scales. The scale types, with applicable statistics and examples are presented
in Table 2.1. Engineering systems inherently combine physics-based systems with human
behavior and economics. Consequently, the measurement of the engineering system requires
a combination of the measurement scales.

From a practical perspective, there are two measurement strategies: (1) direct measure-
ment and (2) indirect measurement. Direct measurement is applied when the desired property
is both “simple" and an “output" of the system. As a result, the property is easily accessible
and there are often sensors that directly convert the desired property into a numerical result.
Examples of fundamental measures are length, time, voltage, and current. However, these

properties are rare, especially for engineering systems. Indirect measurement applies to
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properties that are not fundamental. The measurement of such indirect properties requires
a formal model that integrates fundamental properties (these are considered “internal” to
the system). The formal model is considered the standardizing space and mathematics and

statistics are applied to this model to extract the desired numerical results.

2.1.2.2 [Engineering System Measurement

During the past century, engineering solutions have evolved from engineering artifacts to
engineering systems. Consequently, the solution requirements have changed. Instead of
merely “functioning” artifacts that performed their (singular) task, engineering systems
perform many services composed of separate tasks. Furthermore, engineering systems
include non-technical elements, such as humans. It is, therefore, essential to evaluate
engineering systems beyond their technical aspects and include impacts of the system on its
environment.

This section describes Engineering System measurement with a tiered approach. Engi-
neering Systems are evaluated at several levels of granularity. First, the fundamental artifacts
are evaluated based on the performance of their specific task with Technical Performance
Measures (TPMs). Then, the combination of these artifacts provides a service. The perfor-
mance of these services is measured with Measures of Performance (MOPs). The first two
types of measures, however, do not truly address the socio-technical nature of Engineer-
ing Systems. Therefore finally, Measures of Effectiveness (MOEs) were developed at the
highest level of granularity for Engineering Systems. These consist of multiple services
and socio-technical interfaces. For the Engineering Systems literature, a subset of these

measures is especially important; life cycle properties or ilities.

Definition 2.5: Technical Performance Measures [104]: “TPMs measure attributes of a
system element to determine how well a system or system element is satisfying or expected

to satisfy a technical requirement or goal." [ |

Definition 2.6: Measure of Performance [104]: “The measures that characterize physical
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or functional attributes relating to the system operation, measured or estimated under

specified testing and/or operational environment conditions." [

Definition 2.7: Measure of Effectiveness [104]: “The operational measures of success
that are closely related to the achievement of the mission or operational objective being
evaluated, in the intended operational environment under a specified set of conditions; i.e.,

how well the solution achieves the intended purpose." [

Overall operational success criteria (Measures of Effectiveness) include: Mission perfor-
mance, safety, operability, operational availability, etc. These measures of effectiveness are
often a quantitative means of measuring a degree of adherence to requirements.

Finally, in the context of engineering systems, life cycle properties or ilities need to be

addressed as a subset of the MOESs. The definition of ilities is:

Definition 2.8: “ilities' [1] “The ilities are desired properties of systems, such as flexibility
or maintainability (usually but not always ending in “ility"), that often manifest themselves
after a system has been put to its initial use. These properties are not the primary functional
requirements of a system’s performance, but typically concern wider system impacts with
respect to time and stakeholders than are embodied in those primary functional requirements.
The ilities do not include factors that are always present, including size and weight (even if

these are described using a word that ends in “ility")." |

The measurement of engineering system interventions often relies on a large number of
measures that aim to capture the full impact of the intervention. It thus becomes challenging
to weigh all the trade-offs appropriately when comparing intervention options. In these
situations, the measures are often summarized or combined through Weighted Objective
Methods (WOM). A WOM aims to reduce the complexity by, first, assigning a value to the
performance of the measures in the analysis and then manipulating (adding, averaging, etc.)
these values to combine them into a single score for the intervention option. When executed
thoughtfully, this approach can provide a valuable, high-level overview of the intervention

options.
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The downside of a WOM is that it relies on the combination of measurement functions
for many different measures. These measurement functions generally do not have the same
scale. Consequently, the combination of the results of the individual measures into a single
measure may be flawed. This can be illustrated as follows: for each measure, the WOM may
rank the intervention options from best to worst. The most resilient intervention receives
rank 1 on the measure “resiliency", the least resilient intervention receives rank 5. When
these ranks are combined in a WOM by averaging the rank of an intervention over all the
measures, the statistics of the ordinal scale are violated. The ordinal scale, as mentioned
in Table 2.1, does not allow for additive statistics. Therefore, the WOM that ranks the
interventions on the measures and then takes the “average rank," uses flawed statistics.

This section described (1) how to measure and (2) what to measure in engineering
systems. The former was described through the process of measurement and the latter
was described through three categories of engineering system measures in increasing scale.
The chapter now builds on this knowledge to compare evaluation methods for Engineering

Systems.

2.1.3 Comparing Evaluation Methods

This section discusses the different types of evaluation methods for engineering system
interventions. As discussed in Section 2.1.1, Figure 2.1, engineering systems create a
relationship between inputs and outputs. The interventions aim to improve the outputs of
the system, given a set of inputs. The goal of the evaluation methods is to predict how an
intervention changes the outcome of the engineering system. Generally, the relationship
between inputs and outputs of systems have been studied using one (or a combination) of
three approaches: the 1. experimental, 2. data-driven, and 3. model-based approach.

The experimental approach originated with science. The experimental approach tests a
hypothetical relationship between inputs and outputs through a set of experiments in which

either the input or the system is changed [105]. The experimental approach is generally
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performed in a controlled environment (context).

With the rise of widely available (historical) data on engineering systems, the data-
based approach became viable. The data-based approach leverages existing data to derive a
relationship between inputs and outputs of the system [106].

Finally, if all the parts of the engineering system are well-understood, a theoretical
model can be built to explain the relationship between system inputs and outputs [1]. The
model-based approach integrates models of the elemental parts of the system to define a
single overarching model for the system as a whole. This overarching model couples system
inputs to system outputs.

These three approaches are not mutually exclusive and are often combined to grasp
the full complexity of engineering systems. Each of these evaluation methods has been
adopted across academia and industry. Note that all approaches can be used to study
interventions both qualitatively and quantitatively. The measurement scale depends on the
type of intervention and the desired analyses that support the interpretation of the results.
Each of the three previously introduced approaches are now discussed in greater detail.
Section 2.1.3.1 covers the experimental approach, Section 2.1.3.2 covers the data-based

approach, and Section 2.1.3.3 covers the model-based approach.

2.1.3.1 Experimental Approach

The experimental approach for the evaluation of engineering system interventions relies on
the comparison of two sets of empirical results: before and after the intervention. The main
benefit of this approach is that the results are real. As long as the measurement process is
kept constant for measurements before and after the intervention, the empirical results reflect
a change in the objects of the empirical relational system (or real world) [107]. Furthermore,
the results from such an experimental approach hold for both behavioral and structural
interventions. Note that experiments are also valuable to study specific pieces of engineering

systems with small scale experiments, often in a well-controlled environment.
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The experimental approach, however, has numerous disadvantages. Engineering systems
are generally large, critical systems intertwined with the daily routine of the population [108].
Experimenting with these systems to find out which approach works best, potentially
rebuilding systems multiple times, is a tremendous waste of money [105]. Furthermore,
the execution of such an experiment is time consuming and potentially reckless. The
experimental approach should therefore be used sparingly and mainly to inform the planning
of future interventions (e.g. as in the case of pilot-projects) [109]. The value to provide
“lessons learned" to future interventions should not be overestimated. Another downside
of the experimental approach is that it is a black box model. The system as a whole is
overhauled, but it may be unclear how external factors have changed between the time of

the baseline and post-implementation measurement.

2.1.3.2 Data-Driven Approach

The data driven approach to the evaluation of engineering system interventions relies on
the definition of a statistics-based formal relational model between inputs and outputs. This
model can be used to evaluate a behavioral intervention by estimating the response of the
system to changing inputs. Generally, there are six distinct types of data analysis [110]:

Descriptive data analysis aims to describe the data without interpretation [111]. The
most commonly used statistics in quantitative descriptive analyses are the sample mean
and the sample standard deviation. A summary statistic for nominal measurements is a
frequency analysis.

Exploratory data analysis provides a description and interpretation of the data aimed
at providing insight into a problem [112]. The goal of exploratory data analysis is to find the
“story" of the data, detect patterns and trends, and inform deeper study of the data. Some
of the most common techniques include graphical representation of the data with boxplots,
dotplots, or kernel density functions. Exploratory data analysis can also include preliminary

model building and subset analyses.
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Inferential data analysis aims to provide general facts about a certain type of systems
given a limited amount of data [113]. It quantifies the correlation between measurements
to provide insight to the generalizability of the data patterns. The two major branches in
inferential data analysis are estimation and hypothesis testing. The former contains the main
methods of point estimation and interval estimation. The latter contains a wide range of
tests appropriate for different types of analyses. A non-exhaustive list of hypothesis tests is
provided below [114]: 1. t-Test for independent means, 2. t-Test for Correlation Coefficients,
3. One-way ANOVA, 4. Analysis of Covariance, 5. Two-way ANOVA, 6. One-way repeated
Measures ANOVA, 7. t-Test for Regression Coefficients, 8. Chi-Square for Contingency
Tables.

Predictive data analysis uses measurements of a subset of the data to predict the
measurement on a single person or unit in the remainder of the data. The algorithms in this
field are evolving quickly and are often classified into supervised learning and unsupervised
learning. Supervised learning aims to learn a function that couples inputs to outputs from
data that contains both inputs and outputs. A non-exhaustive list of supervised learning
algorithms is [115]: 1. Support Vector Machines, 2. Neural nets, 3. Logistic Regression,
4. Naive bayes, 5. Memory-based learning, 6. Random forests, 7. decision trees, 8. bagged
trees, 9. boosted stumps. Unsupervised learning is predictive data analysis without pre-
identified output or feedback. Some typical unsupervised learning examples are [116]:
1. Clustering, 2. Association rules, 3. Self-organizing maps.

The final two methods, Causal data analysis and Mechanistic data analysis rely
on a theoretical understanding of the measured system and are used in conjunction with
model-based evaluation approaches. Causal data analysis derives an average effect of
one measurement on another, whereas Mechanistic data analysis aims to determine the
relationship between two measurements under all conditions.

All analyses can be used to inform the design of the intervention. However, for the

definition of the formal relational model that “predicts" the relationship between inputs
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and outputs after the intervention, only the last three types are appropriate (predictive,
causal, and mechanistic data analysis). Note that the statistical model requires data beyond
historical data of the original system [106]; for example from other systems comparable to
the post-intervention system.

The benefits of a data-driven approach are that it is both cheap and quick. Data availabil-
ity has soared and the cost of collecting and storing data has plummeted. In combination
with rapidly evolving computational resources that can analyze the data, the creation of a
data based model has become very affordable. Furthermore, the rise of cloud computing
enable extremely fast analysis of the data.

The downsides of the data-driven approach are related to the fact that statistical models
are a black box [106, 117]. As a result, it is impossible to truly understand the elemental
dynamics that define the overall system behavior. This is especially true for more advanced
and automated statistical models based on neural networks and deep learning [118]. As a
result of the opaque nature of the model, the study of structural interventions is not possible.
The model loses its generalizability when the basic equations (or assumptions) are changed.
Finally, the data-driven models rely on the assumption that the system is stationary. In order
to analyze interventions that break the “business-as-usual” case, data-based approaches to
intervention evaluation are insufficient.

In conclusion, data driven models are predominantly appropriate to analyze behavioral
interventions in systems where the “mechanistic" science is not fundamentally understood.
However, the analysis of structural interventions, or interventions that break the assumption

of “business-as-usual," cannot be performed with data driven evaluation approaches.

2.1.3.3 Model-Based Approach

The model-based approach to the evaluation of engineering system interventions relies
on the construction of a formal relational system based on knowledge of the empirical

system [49]. The formal relational system is constructed to represent the dynamics of each
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of the elements in the empirical relational system. The combination of each of the elemental
models creates full system results that match the observed numerical results as derived from
the measurement of the real-world system. The intervention is evaluated by implementing
new or changed elemental models in the formal relational system. The empirical results
interpret the numerical results of the two formal relational systems. Section 2.2 provides
a closer look at the different model-based approaches to evaluating engineering system
interventions.

The main benefit of the model-based approach is its transparency [5]. The elements
in the models are known and have individual properties. The properties may include first
principle-based dynamics. Furthermore, the model-based approach supports the evaluation
of both behavioral and structural interventions. The model elements may be adjusted in their
behavior, or be changed altogether.

The main downside of the model-based approach is that a deep knowledge of the
engineering system is required to build a model that matches the real-world measurements
[5].

In conclusion, model-based intervention evaluation is specifically valuable when used to
represent a system that is well-known. It provides a transparent approach to the evaluation
of both structural and behavioral interventions. In recent years, a discussion around the
“end of theory" has emerged. The chapter addresses this discussion explicitly in the next
section (Section 2.2), together with an in-depth discussion of the model-based intervention

evaluation methods.

2.1.4 Summary

Subsection 2.1.1 on Page 11 provided background on the description of systems and interven-
tions. The section first introduced a common framework for describing systems using four
systems thinking abstractions: (1) system context, (2) system behavior, (3) system form, and

(4) system concept. This framework lead to the distinction of two types of interventions: (1)
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behavioral and (2) structural. The distinction is important for the evaluation of interventions,
because it ensures that the intervention is evaluated with the appropriate method.

Subsection 2.1.2 on Page 15 introduced a discussion of the fundamentals of measurement,
including an overview of the measurement process, measurement scales, and different
measurement strategies. The section furthermore differentiated between the measurement of
a technical system and and engineering system.

Subsection 2.1.3 on Page 20 discussed a comparison of evaluation methods. The section
discussed three central approaches to the evaluation of engineering system interventions: the
(1) experimental, (2) data driven, and (3) model-based approach. Each of these approaches
have their strengths and weaknesses. However, these methods can also be combined to lever-
age their strengths where appropriate. Engineering systems are inherently interdisciplinary
and that requires a thorough approach to the measurement and evaluation of these systems.

This thesis operates from the assumption that a model-based approach to enable the
evaluation of engineering systems is desired. The model-based evaluation approach is partic-
ularly valuable when analyzing engineering systems and interventions. The requirement for
a deep understanding of the system is satisfied as the properties, dynamics, and externalities
of the engineering artifacts in the system are well-known. Furthermore, decision-making
around engineering systems often results in invasive, structural interventions, in which case
a purely data-driven approach is not sufficient. Section 2.2 investigates the different types of

models and identifies the need for hetero-functional graph theory.

2.2 Literature Gap

The second section to this chapter provides a closer look at the gap in the literature of
model-based approaches for the analysis of engineering systems. First, the section provides
an overview and comparison of the different types of modeling methods for engineering

systems (Section 2.2.1). Then, the section focuses on quantitative structural modeling
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methods (Section 2.2.2). It highlights the need for hetero-functional graph theory as a result

of the modeling restrictions imposed by other quantitative structural modeling methods.

2.2.1 Model-Based Engineering System and Intervention Evaluation

The previous section provided a comparison of the different methods for the evaluation
of engineering system interventions. This section takes a closer look at the model-based
intervention evaluation methods. Some literature has posited the “end-of-theory" given the
explosion in the availability of data [119]. This section, however, demonstrates that theory
plays an essential role in the future of engineering systems [120-122]. The discussion
is structured in congruence with the classification of modeling methods as displayed in
Figure 2.3. Section 2.2.1.1 discusses graphical models, Section 2.2.1.2 discusses quantitative
structural models, and Section 2.2.1.3 discusses quantitative behavioral models.

The development of theory is critical to the future of engineering system design and

intervention evaluation because ...
e ... it defines meta-data features in data collection.

* ... itensures a deep understanding of the modeled system so that both structural and

behavioral interventions are understood.

... it ensures a deep understanding of the modeled system such that the knowledge
gaps are explicit. It requires assumptions and has the ability to inform future research

(to test those assumptions).

Model-based evaluation of interventions does not forego the use of data and experiments;
it can leverage those in testing assumptions and creating a deeper understanding through

extensive simulation and testing.
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Fig. 2.3: Classification of modeling methods for the evaluation of engineering system
interventions.

2.2.1.1 Graphical Models

Graphical models have been used to describe a wide range of systems, from technical to
socio-economic'. Graphical models are qualitative in nature and often used to communicate
the structure of a system, qualitative information, and the ontology of a system or a class
of systems. Notably, graphical models are not limited in the heterogeneity of the modeled
system.

The general downside of graphical models is the lack of support for quantitative analyses

Note that this definition is distinct from the graphical models in the field of machine learning in which
graphical models refer to “graph-based" models, as described in Section 2.2.1.2.
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of the models. However, some methods have been developed to gain quantitative insights
based on graphical modeling methods. These are often developed as part of a specific
software package for the modeling method.

Below, a number of graphical modeling methods are introduced as a rough overview of
the landscape. This list is not exhaustive but it provides the reader with a starting point.

IDEF0 diagrams enable the decomposition and architecture of system function [123].
For each function, IDEFO lays out the inputs, controls, and mechanisms required to create
the output. For clarity, the method relies on aggregation and decomposition of processes to
limit the number of processes to six per layer of modeling abstraction. IDEFO is one of the
IDEF family of modeling languages. These languages originated in the 1970’s with funding
from the U.S. Air Force.

Unified Modeling Language (UML) was developed to provide a consolidated approach
to object-oriented modeling methods [124]. UML was originally intended for software and
firmware, but its strengths have since been recognized and the methods were applied to
other fields.

Systems Modeling Language (SysML) borrows many features of UML and customizes
them for cyber-physical systems. These include block definition diagrams and activity
diagrams. SysML also includes a new set of diagrams to address the physical nature of these
systems (e.g. the internal block definition diagram) and direct support for requirements
engineering [104]. SysML is the most commonly used modeling language among systems
engineers.

Model-based Systems Engineering created the Systems Modeling Language (SysML) as
an abstracted graphical model with sufficient ontological breadth to integrate and synchronize
more detailed domain-specific engineering models. SysML is qualitative and graphical in
nature and is not meant to develop complex mathematical models that provide engineering
insight. Rather, SysML provides systems engineers and project managers with a tool by

which to quickly understand the overall structure and behavior of a system and its component

29



modules so as to coordinate its engineering development in large organizations and across
multiple engineering teams.

SysML leverages multiple modeling frameworks to represent the full breadth and com-
plexity of an engineering system. This multitude of diagrams allows the modeler to separate,
for example, form from function to study processes in a solution neutral environment. The
downside of using SysML is that the modeler needs to leverage the right diagrams to model
the system. This thesis leverages the various SysML concepts extensively. SysML and
Model-Based Systems Engineering are more extensively discussed in Section 2.3.2.

Object-Process Methodology (OPM) has been developed explicitly for the modeling
of general purpose systems with both system form and behavior in mind [125]. OPM has the
benefit of having a single hierarchical model, and using a single type of diagram to represent
the full system. However, OPM is missing the breadth to capture all aspects of a system.

Business Process Model and Notation (BPMN) is developed to support decision mak-
ing around business processes [126]. The goal is to provide a language that can be intuitively
understood by all stakeholders of the process. BPMN has overlap in functionality with
activity diagrams in SysML, but BPMN is specifically and more narrowly designed for
business processes.

Causal-Loop Diagrams have been used to describe socio-technical systems. These use
a directed graph approach to connect (hard and soft) variables as feedback loops. Causal-
loop diagrams are easily understood by stakeholders and can enable conversations about
the dynamics of a system. Two downsides are that causal-loop diagrams quickly become
complex and the method doesn’t lend itself for a hierarchical decomposition of the system.
“System Dynamics" is a quantification of causal-loop diagrams. It was first developed in the
’50s at MIT to model nonlinear behavior of stocks, flows, and feedback loops [127]. Over
time, it has evolved to address a variety of dynamically complex systems. System Dynamics
can be used both qualitatively to describe and model systems, or quantitatively to simulate

dynamic behavior with the VenSim or Stella software packages.
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2.2.1.2 Quantitative Structural Models

Quantitative structural models mathematically describe a system’s structure.

Definition 2.9: System Structure [2, 5] is defined by the parts of a system and the relation-
ships amongst them. It is described in terms of 1.) the system boundary, 2.) the formal
elements of the system 3.) the connections between the formal elements 4.) the functional
elements of the system and 5.) the allocation of the functional elements to the formal

elements. [ |

Quantitative structural models have been used extensively to describe both social and

technical systems. In all cases, they rely heavily on concepts from graph theory.

2.2.1.2.1 Graph Theory
A Network (or graph G) is a general means of representing patterns of connections or
interactions between parts of a system [93]. The parts of the system are represented as
nodes (or vertices )). The connections or interactions are represented as lines (or edges &).
In addition to this set-theoretic definition, graph theory provides incidence and adjacency
matrices as a means of algebraic analysis. Networks are used to study systems across a wide
variety of disciplines. Examples include the Internet, power grids, transportation networks,
social networks, citation networks, biochemical networks, and neural networks. Objectively
speaking, the definition of a graph G = {V, E} captures only the first three (of five) parts
of system structure. Consequently, one of the major shortcomings of Graph Theory is the
failure to represent heterogeneity in networks as a result of the simplicity of its mathematical
structure. Instead, many works attribute additional data features to graphs to expand their
utility.

The Design Structure Matrix, for example, is a type of network modeling tool [128]
that seeks to distinguish the different types of interconnections within a system. The
four types of Design Structure Matrix models are: 1. product architecture, 2. organization

architecture, 3. process architecture, and 4. multidomain architecture.
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Multilayer Networks expand on existing network theory to accommodate the study of
networks with heterogeneity and multiple types of connections [95]. Over the past decade,
numerous methods have tried to provide a consistent approach to model these networks-of-
networks. However, as discussed by Kiveld et al, all these multilayer network methods have
their respective modeling limitations. Section 2.2.2 discusses Multilayer Networks and their

modeling limitations in more detail.

2.2.1.2.2 Hetero-functional Graph Theory

Hetero-functional graph theory has emerged over the past decade to be the first quantitative
structural model that captures all five parts of system structure [5]. It enables the structural
modeling of a heterogeneous large flexible engineering system and explicitly accommodates
all five types of system processes (i.e. Transform, Transport, Store, Exchange, and Control)
and all five types of operands (i.e. Living Organisms, Matter, Energy, Information, and
Money) that regularly appear in engineering systems [1]. Furthermore, Hetero-functional
Graph Theory has been used as the underlying structure for dynamic system models across
many different application domains including power, water, transportation, production, and
healthcare systems. It has also been used to study the interdependencies of these systems

within the context of interdependent smart city infrastructures?.

2.2.1.3 Quantitative Behavioral Models

Quantitative behavior models can be broadly classified as 1. Continuous Time Behavioral
Models, 2. Discrete Time Behavioral Models, 3. Discrete Event Behavioral Models, and
4. Hybrid Dynamic Behavioral Models. The discussion below provides more detail and a

sample of tools for each class of quantitative behavioral models.

>The text in this section is currently in press as Chapter 23 in the Handbook of Engineering System
Design [48]. Here, the text refers to work in the remainder of this thesis. More explicitly: Chapter 3 presents
the compilation of HFGT [5], Chapter 4 discusses HFGT for interdependent smart city infrastructures [5], and
Chapter 5 presents a dynamic model based on HFGT for industrial energy systems [35]. Additionally, Chapter
6 also develops an optimization program for a HFGT-based dynamic model, which has yet to be published.
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2.2.1.3.1 Continuous Time Behavioral Models Continuous-Time and Discrete-Time
Behavioral Models are closely related and can both be further classified into time-varying vs.
time-invariant and linear vs. non-linear models. For more detail about that decomposition
the authors refer the reader to the first chapter in the book Introduction to Discrete Event
Systems [129].

Systems of Ordinary and Partial Differential Algebraic Equations (ODEs, PDEs
& DAESs) are used to describe continuous time behavioral models. ODEs are often used to
describe “lumped" systems while PDEs are used to describe distributed behavior (e.g. the
traffic density along a stretch of road). Because it is often analytically or computationally
intractable to use a truly distributed PDE, systems of ODEs arranged in a graph structure are
often used instead. Bond graphs and linear graphs, for example, are well-known techniques
that superimpose the constitutive laws of engineering physics onto the structure of a physical
engineered system. Furthermore, pseudo-steady-state assumptions are often made so that a
subset of the differential equations are effectively replaced by algebraic equations to form
differential algebraic equations. Several software packages have been developed to simulate
the systems of DAEs. These include Simscape by Matlab, OpenModelica and Dymola based
on the Modelica language.

Agent-Based Modeling (ABM) goes beyond the dynamic laws of engineering physics
to study socio-technical and socio-economic systems. ABM leverages dynamic interactions
between autonomous entities called agents [130]. As the agents interact with each other, their
individual processes and functions result in an emergent system behavior. This “bottoms-up"
approach to modeling results in a number of benefits. ABM has the ability to predict
emergent phenomena that often defy normal intuition. Furthermore, ABM provides a natural
description of a system, especially for socio-technical systems in which individuals make
decisions about their use of technical systems. Finally, ABM is flexible in that it can be
expanded for the number of agents and their interactions. It also allows for changing levels

of aggregation of agents in agent-groups.
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2.2.1.3.2 Discrete Time Behavioral Models In contrast to the continuous time models,
discrete time models are based on sampled data points or signals in digital form [131]. Gen-
erally, digital systems are more accurately represented with discrete time models whereas
engineering physics are more accurately described with continuous-time models. Engi-
neering systems can often be modeled using theory from either continuous or discrete
mathematics. The decision to use either continuous or discrete mathematics to model an
engineering system depends primarily on the role of data and its discretization. In many
cases the data is intrinsically discretized, or the data-collector has made pseudo-steady-state
assumptions that force discrete-time step-wise evolution of algebraic equations. In other
cases, data is not available and so idealized differential equations can be used. In either case,
continuous-time and discrete-time models can be readily transformed from one to the other.
In the case of linear systems, discrete-time systems of equations can be solved algebraically
with the use of the Z-transform in much the same way that continuous-time systems can be

solved algebraically with the Laplace transform.

2.2.1.3.3 Discrete-Event Behavioral Models Discrete-event behavioral models move
from a time-driven view of the world to one that is event-triggered. In such a case, the
system remains in a discrete state until an event causes the system to flip into another state.
Many discrete-event engineering systems exist, particularly as a result of automation where
the underlying code is itself event-driven. Discrete-event models always have discrete-state
that is usually denoted by integers (rather than real or complex numbers).

Automata are one type of discrete-event model that are defined by a finite and countable
set of discrete-states that each represent some phenomenon (that is often qualitative in
nature). This includes on/off states as well as hot/cold or red/yellow/green. These states
are described by nodes. Meanwhile, arcs are used to describe the event triggers that allow
a switching behavior from one state to another. These triggers can be either endogenous

or exogeneous rules and are often described by Boolean expressions (i.e. if x> 0 then
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switch from State 1 to State 2). While Automata have deep roots in theoretical computer
science, they have since found broad application in describing the operational behavior of
many engineering systems that have an underlying discrete decision-space. Automata are
also often useful to describe operational modes of systems (e.g. normal, emergency, and
restore) [129]. Despite these many strengths, the primary weakness of automata is that they
have a centralized notion of state; and consequently all the states must first be enumerated
in order for the complete automata to be well-defined.

Markov Models are a type of stochastic automata. They have been used to describe
decision-making processes in a dynamic and stochastic environment [132]. Markov models
have one of a finite number of states and stochastic events causes transitions between states.
The evolution of state is tracked with each passing event or decision. Markov Chains are a
type of Markov model in which the probabilities of transitions are fixed over time. These
Markov models can be used to support decision-making in that they can help to estimate the
effects of a certain decision, including subsequent decisions of others actors in the system.

Petri nets are another type of (deterministic) discrete-event model®. Unlike automata,
they have a decentralized description of state. In their simplest form, Petri nets consist of
a set of places that define a state space, transitions that define events between a given pair
of places, and a set of directed arcs that connect places and transitions [129]. In effect,
these arcs create a bipartite graph between the sets of arcs and events. Furthermore, tokens
are stored in places and are moved as each transition is “fired". The state of the system
as a whole is described by a vector showing the number of tokens in each place. While
Petri nets and automata have equal modeling power in that one can be mathematically
transformed from the other (without loss), Petri nets can describe a relatively large number
of automaton states with a relatively small number of places. Furthermore, because Petri
nets are often represented graphically, they often lend themselves to modeling distributed

engineering systems such as warehouses, manufacturing systems, or supply chains more

3The remainder of this thesis leverages Petri nets in their various forms to represent operand behavior
(Section 3.5) and to enable the development of a dynamic system model (Chapters 5 and 6).
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generally. Finally, in recent decades, the Petri net literature has expanded to accommodate
time-driven dynamics through Timed and Time Petri Nets. They have also incorporated

various types of stochasticity with stochastic and fuzzy Petri nets.

2.2.1.3.4 Hybrid Dynamic Behavioral Models Hybrid dynamic behavior models com-
bine the attributes of continuous/discrete time models with discrete-event models [133].
Generally speaking, they consist of a top “layer" described by either an automata or Petri
net whose dynamics are either deterministic or stochastic. The bottom layer has a system
of differential algebraic equations for each discrete state defined in the top layer. A classic
example is the thermostat in a house. When the temperature is above a specified threshold,
the heating system is idle. However, as soon as the temperature drops below the threshold,
the heating system is activated and starts to heat the house. The model that is used to
describe the “idling" state is distinct from the model that describes the “heating" state of the
system.

Although hybrid dynamic systems have tremendous relevance to the understanding of
engineering systems and their interventions, they remain at the cutting-edge of systems
research. First, hybrid dynamic models often rely on discipline-specific DAE models.
Consequently, some researchers resort to strapping together multiple (often off-the-shelf)
simulators within co-simulation environments. In other cases, researchers develop custom
simulators in order to address the specific needs of the engineering system under study. The
literature contains many such simulators [134]. Finally, from an analytical perspective, there
is a severe lack of theory that combines both discrete and continuous states. Consequently,
many of the typical analytical methods applied to continuous-time systems (e.g. stability
theory) or discrete-event systems (e.g. reachability analysis) can not be readily applied to

hybrid dynamic systems.
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2.2.1.4 Summary

This subsection discussed the pros and cons of three types of models for engineering systems:
1) graphical models, 2) quantitative structural models, and 3) quantitative behavioral models.
The graphical models are intuitive, the quantitative structural models are generalizable across
many domains, and the behavioral models leverage mathematics to understand structure and
behavior of specific systems.

For the analysis of engineering systems, quantitative structural models are especially
valuable. In contrast to graphical models, they provide a quantitative analysis framework.
In contrast to quantitative behavioral models, they are generalizable across engineering
domains. Quantitative structural models enable an integrated, quantitative approach to
modeling and analyzing engineering systems.

Section 2.2.2 highlights why the dominant quantitative structural approach (multilayer
networks) falls short in modeling capability for engineering systems and provides insight to

the need for hetero-functional graph theory as a means to model engineering systems.

2.2.2 The Need for Hetero-functional Graph Theory

Subsection 2.2.1 discussed various modeling approaches for engineering systems and em-
phasized the value of quantitative structural models. This section establishes the need for
the advancement of Hetero-functional Graph Theory as a quantitative structural modeling
framework for engineering systems. In contrast to the multi-layer network approaches,
hetero-functional graph theory does not impose limitations on the physical system it de-
scribes. This section provides a small scale example that violates all limitations imposed by
multi-layer network approaches. The limitations of multi-layer network approaches prevent
them from describing the example system. Consequently, it is demonstrated that there is
a need for an approach that does not impose those limitations: Hetero-functional Graph
Theory.

Recently, the network science literature has advanced the concept of “multi-layer net-
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works" where two or more network “layers” interact with each other to represent a system of
interdependent critical infrastructures (ICIs) [95, 135, 136]. Much like a conventional graph,
a multi-layer network G,; = {V), E);} is formally defined as a tuple of nodes V), and edges
Ejps. Such a multi-layer network is organized into an integer n number of layers L;...L,,.
Here, a given layer L, ={V,, E,} is understood as a graph where the nodes V,, and edges
E, have at least one semantic aspect, feature or operand in common (e.g. electricity, water,
people etc). Furthermore, the multi-layer network edges E,; = E4 U E¢ can be classified into
intra-layer edges E 4 and extra-layer edges E- [95]. Despite these definitions, the multi-layer
network community “has produced an equally immense explosion of disparate terminology,
and the lack of consensus (or even generally accepted) set of terminology and mathematical
framework for studying is extremely problematic" [95]. In a comprehensive review on the
common ontological elements and modeling limitations of “multi-layer networks", Kiveld
et al. showed that all of the reviewed works have exhibited at least one of the following

modeling constraints [95]:
1. Alignment of nodes between layers is required
2. Disjointment between layers is required
3. Equal number of nodes for all layers is required
4. Exclusively vertical coupling between all layers is required
5. Equal couplings between all layers are required
6. Node counterparts are coupled between all layers
7. Limited number of modelled layers
8. Limited number of aspects in a layer

The practical limitations of these modeling constraints are best explained graphically by

counter-example on the small hypothetical four-layer network shown in Figure 2.4. This
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Fig. 2.4: A Hypothetical Four Layer Network: It represents transportation, electric power,
and water distribution infrastructure with a super-imposed cyber-control layer. *: The foot
path is part of the Transportation System, but differs in modality from the other edges in the
system and is represented with a thinner edge.

figure is adopted from Chapter 4.11 in which a more extensive description of the figure is
added. The figure consists of three physical layers in green, yellow, and blue representing
the transportation, electric power, and water distribution infrastructures respectively. The
fourth layer is the cyber layer (in grey) representing cyber-control infrastructure. Lastly, the
network contains physical links between layers in dashed red and informatic links in dashed
grey. In all, there are 16 nodes (or vertices), 9 intra-layer edges, and 15 cross-layer edges.
Each node and edge coloring represents a different infrastructure system. Nodes connected
by cross-layer edges sometimes represent a single resource (or facility*) with presence in
several infrastructures. For example, the group of nodes v, vs, and vg can represent a house
that combines a private parking lot in the transportation system (vy), an electric power grid
connection that supplies power to the house (v5), and a water tap in the water distribution
network (vg). A resource 1; is, therefore, often defined by a graph Gg; = {Vy;, Eg;} com-
posed of “counterpart” nodes Vy; and coupling edges Er; C E. Arbitrary nodes v; in layer

L, and v; in layer Ly are said to be “counterparts” of each other if there exists no cross-layer

4These resources or facilities are referred to as entities in Kiveld et al. [95]
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edges between L, and Lg involving v; or v; other than e, = {v;, vj}. That said, nodes do not
need to be part of resources in order to be connected across layers. For example, v;( may
represent a hot tub that is connected to the same electric load bus vs5, but draws its water
from the water distribution system directly. Furthermore, Node v; may represent a charging
station as a resource that is part of the transportation and electricity infrastructures in a
single node. Node v;4 acts as a centralized controller agent for v,, and v4. It may represent
a bus or taxi dispatching authority. Meanwhile, node v; ¢4 acts as another controller agent for
node v3. It may represent the charging station’s cloud-based energy management software.
Note that this topology may cause conflict between the transportation objective of node
v14 and the energy management objective of node v4. The remainder of this chapter uses
Figure 2.4 to examine the eight modeling constraints found in multi-layer networks [95].

The example in Figure 2.4 violates all eight constraints.

In Constraint 1, some “multi-layer networks" require all layers to have vertically aligned
nodes [72,94,95, 137-183]. In other words, for any node v; in layer L,, there must exist
another connected node v; in layer Lg. In Figure 2.4, however, v4 1s not connected to v;.
It, therefore, represents an example infrastructure with modeling requirements greater than

those provided by multi-layer networks with vertically aligned nodes.

In Constraint 2, some “multi-layer networks" require disjoint layers [74,95,173,177,
184-200]. In other words, any node v; can only be part of a single layer L, and no two layers
intersect. In Figure 2.4, however, the charging station, v3, pertains to both the electrical
layer as well as the transportation layer. Figure 2.4, therefore, represents a simple example
infrastructure with modeling requirements greater than those provided by multi-layer net-

works with disjoint layers.

In Constraint 3, some “multi-layer networks" require the same number of nodes in each
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layer [74,94,95,137-173,180, 182,187,191, 192,201, 202]. In Figure 2.4, however, the
water network has three nodes while the transportation network has four. Note that this
constraint is similar to the first, except that it does not require for a node in a given layer
to be connected to other layers. Figure 2.4, therefore, represents an example infrastructure
with modeling requirements greater than those provided by multi-layer networks with an

equal number of nodes in each layer.

In Constraint 4, some “multi-layer networks" require exclusively “vertical"> cross-layer
couplings [94,95, 137-173, 180, 182, 186,202-206]. In other words, all the interlayer edges
Ec = U;Eg; are coupling edges. In Figure 2.4, however, node vy is not a counterpart of
node vs5 and therefore there exists a cross-layer edge that is not a coupling edge. Again,
Figure 2.4 represents an example infrastructure that violates a constraint imposed by multi-

layer network theory; the requirement for “vertical" couplings.

In Constraint 5, some “multi-layer networks" require that all nodes in a given layer have
identical couplings to nodes in another layer [95, 138-163,167-173,180, 182, 186,202-206].
In Figure 2.4, however, node v5 and vg have a cross-layer edge but v4 and v; do not. Conse-
quently, Figure 2.4 presents an example in which the requirement for identical cross-layer

couplings is not met.

In Constraint 6, some “multi-layer networks" require that each node is connected to all
of its counterparts in other layers [138-142, 146-163,167-173,180, 182, 186,202-206]. In
Figure 2.4, however, many nodes (e.g. v,, and v4) are not connected to other layers. Figure
2.4, therefore, represents an example infrastructure with modeling requirements greater than

those provided by multi-layer networks with all nodes connected to their counterparts.

SKivel et al. [95] refer to this constraint as “diagonal" couplings. This work adopts the term vertical to
more closely reflect the depiction in Figure 2.4.
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In Constraint 7, some “multi-layer networks" limit the number of layers to two [74,169—
171,173,177,180, 182, 184-213]. In Figure 2.4, however, there are three physical networks
and one cyber-network. Dual-layer analysis is likely insufficient in reflecting the number of
layers, as is the case for this simple example. Figure 2.4, therefore, exceeds the maximum

of two layers as imposed in Constraint 7 on any multi-layer network.

In Constraint 8, some “multi-layer networks" require that each layer have no more
than one aspect [74,94,137-173,177, 180, 182, 184-200,202]. However, many networks
have multiple aspects. Transportation systems are often multi-modal including passenger
vehicles, buses, trains, and pedestrians [31]. Figure 2.4 includes two modes of transportation,
a foot path between nodes v; and vy, and roads for all other connections. Therefore, the
system represents an example where the modeling requirements exceed those provided by

multi-layer networks with a single aspect.

The violation of the eight constraints demonstrate insufficiencies in the existing theory
of multi-layer networks to address a simple example of multiple arbitrarily connected
infrastructure systems. In other words, there exist ontological limitations to the multi-
layer networks models of the physical system. Consequently, a new theory needs to be
introduced that does not have the aforementioned limitations. Chapter 3 presents such a
theory, herein called Hetero-functional Graph Theory (HFGT). It specifically addresses
many of the limitations identified thus far in this chapter. In order to facilitate its explanations
the following section (Section 2.3) is dedicated to highlighting the fundamental concepts

upon which HFGT is based.
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2.3 Hetero-functional Graph Theory Preliminaries

This section is devoted to providing the reader with the fundamental concepts that are
required for a solid understanding of the hetero-functional graph theory presented in Chapter
3. This foundation draws upon the theory of ontologies in Section 2.3.1. Section 2.3.2 then
draws from the fields of systems engineering and engineering systems to present several

definitions and concepts upon which hetero-functional graph theory is based.

2.3.1 Ontological Foundation for Hetero-Functional Graph Theory

The modeling constraints found in multi-layer networks can be viewed from an ontological
perspective. In the ontological sciences, the relationship between reality, the understanding
of reality, and the description of reality is described by Ullman’s Triangle [214]. Figure 2.5
displays Ullman’s Triangle on the left, where reality is the Real Domain D, understanding of
reality is Domain Conceptualization C, and the description of reality is Language L. These
general concepts are instantiated to describe modeling of real systems, where the reality
is the Physical System, the modeller’s understanding (or mental conceptualization) is the
Abstraction A, and the description of the abstraction is the Model M. Figure 2.5 presents

the instantiation of Ullman’s general concepts on the right.

Domain
Conceptualization: € Abstraction: &/

Language: — refers to —p» Real Model: — refers to— Physical
X4 Domain: 9 M Object/System

Fig. 2.5: Ullman’s Triangle [49]: Its ontological definition. On the left, the relationship
between reality, the understanding of reality, and the description of reality. On the right, the
instantiated version of the definition.

The modeling process creates an abstraction of the physical system, and represents
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the abstraction with a model [49]. The model refers to the physical system, but this
reference is always indirect, as an abstraction is always made in the modeling process. The
abstraction of reality may be entirely conceptual (residing within the mind) or linguistic
(residing within some predefined language). In order for a model M to truly represent
the abstraction A, the modeling primitives of the language £ should “faithfully represent
the domain conceptualization C to articulate the represented abstraction A" [49]. In this
definition, modeling primitives directly express relevant domain concepts, creating the
domain conceptualization [49]. Visually, the relationship between the Conceptualization,

the Modeling Language, the Model, and the Abstraction is presented in Figure 2.6.

represented by

> @ Modeling

Conceptualization
Language

interpreted as
A
inst ¢ used to instance of used to
instance o compose compose
\4
represented by
M Model

interpreted as

Fig. 2.6: The Relationship Between Four Ontological Science Concepts [49]: Conceptual-
ization, Abstraction, Modeling Language, and Model.

In this work, the abstraction is the class of engineering systems. The model, within the
scope of this work, is assumed to be mathematical in nature, and more specifically, graph
theoretic. The fidelity of the model with respect to an abstraction is determined by the four
complementary linguistic properties shown in Figure 2.7 [49]: soundness, completeness,
lucidity, and laconicity [214]. When all four properties are met, the abstraction and the
model have an isomorphic (one-to-one) mapping and faithfully represent each other. The

four properties, Soundness, Completeness, Lucidity, and Laconicity, are defined as follows:

Definition 2.10 — Soundness [214]: A language £ is sound w.r.t. a domain conceptualiza-
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(a) Soundness (b) Completeness

el

Abstraction Model Abstraction Model
(c) Lucidity (d) Laconicity
Abstraction Model Abstraction Model

Fig. 2.7: Graphical Representation of Four Ontological Properties As Mapping Between
Abstraction and Model: a Soundness, b Completeness, ¢ Lucidity, and d Laconicity [49].

tion C iff every modeling primitive in the language (M) has an interpretation in the domain
abstraction A. (The absence of soundness results in the excess of modeling primitives w.r.t.

the domain abstractions as shown in Figure 2.7.c on lucidity.) [

Definition 2.11 — Completeness [214]: A language L is complete w.r.t. a domain concep-
tualization C iff every concept in the domain abstraction A of that domain is represented in
a modeling primitive of that language. (The absence of completeness results in one or more
concepts in the domain abstraction not being represented by a modeling primitive, as shown
in Figure 2.7.d on laconicity.) |
Definition 2.12 — Lucidity [214]: A language £ is lucid w.r.t. a domain conceptualization
C iff every modeling primitive in the language represents at most one domain concept in
abstraction .A. (The absence of lucidity results in the overload of a modeling primitive w.r.t.

two or more domain concepts as shown in Figure 2.7.a on soundness.) |
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Definition 2.13 — Laconicity [214]: A language £ is laconic w.r.t. a domain conceptualiza-
tion C iff every concept in the abstraction A of that domain is represented at most once in the
model of that language. (The absence of laconicity results in the redundancy of modeling

primitives w.r.t the domain abstractions as shown in Figure 2.7.b on completeness.) |

Given the discussion provided in Section 2.2.2, currently defined multi-layer networks
maintain soundness and laconicity but lack completeness and lucidity. Let us reconsider

Figure 2.4 on page 39.

* Soundness is maintained. There are no excess modeling primitives than those required

by the example.

* Completeness is not maintained. The set of mathematical modeling elements are
insufficient to represent all conceptual elements in the abstraction. For example, and as
the following sections will discuss at length, multi-layer networks do not introduce the
concept of system function. Reconsider nodes v, as a parking lot and v3 as a charging
station. Not only are charging stations and parking lots fundamentally different types
of facilities, but the former has a superset of the functionality of the latter. While it is
possible to reflect the hybrid functionality of the charging station with a mixed yellow
and green circle (as in the figure), this graphical depiction is not represented in the

mathematics of multi-layer networks.

* Lucidity is not maintained. Not all conceptual elements in the abstraction have unique
representations in the mathematical model. The representations are overloaded. For
example, consider nodes v, as a parking lot and v3 as a charging station. The same
mathematical element of a green node is used to represent two fundamentally different

abstractions of reality.

* Laconicity is maintained. There are no redundant or synonymous modeling primitives.

This ontological analysis of multi-layer networks suggests that its underlying modeling has
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several fundamental shortcomings. Instead, a different modeling language with a richer
ontological foundation is required.

In order to define a Language £, the Domain Conceptualization C needs to be clearly
defined. This chapter continues to define the fundamentals of such a Domain Conceptual-
ization in Section 2.3.2. Afterwards, Chapter 3 defines a language called hetero-functional

graph theory.

2.3.2 Systems Engineering Foundations

This thesis looks to the field of systems engineering [104] for its domain conceptualization.
Because the modern systems engineering field developed methodologically from industrial
origins in the aerospace, communications, and defense sectors, it had to address a tremendous

heterogeneity of applications in an immediately practical way.

Definition 2.14 — Systems Engineering (SE [104]): An interdisciplinary approach and
means to enable the realization of successful systems. It focuses on defining customer
needs and required functionality early in the development cycle, documenting requirements,
and then proceeding with design synthesis and system validation while considering the
complete problem: operations, cost and schedule, performance, training and support, testing,
manufacturing, and disposal. SE considers both the business and the technical needs of all

customers with the goal of providing a quality product that meets the user’s needs. [

Originally, the practice of systems engineering was document-centric so as to capture
customer requirements and trace them through the development and delivery of a system.

As the field developed, engineering models became the center of practice.

Definition 2.15 — Model-Based Systems Engineering (MBSE [104]): The formalized
application of modeling to support system requirements, design analysis, verification, and
validation activities beginning in the conceptual design phase and continuing throughout

development and later life cycle phases. [
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The integration of modeling into the practice of MBSE immediately faced the practical
challenge that no single model or modeling language was sufficient for the development
of systems across the entirety of its scope and throughout all stages of its engineering
development [67-69]. Consequently, different models addressing different aspects and
scopes of the overall system often became inconsistent [215,216]. For example, a space
shuttle requires a thermal-fluidic propulsion model, a structural model, a control system
model, and an electrical model. All of these are coupled and must be synchronized as
developments are made to each one.

To resolve this seemingly intractable problem, the field of MBSE developed the Systems
Modeling Language (SysML) [68, 69] as an abstracted graphical model with sufficient
ontological breadth to integrate and synchronize more detailed domain-specific engineering
models. Here, the focus was not to develop complex mathematical models that provide
engineering insight but rather to provide systems engineers and project managers with a
tool by which to quickly understand the overall structure and behavior of a system and its
component modules so as to coordinate its engineering development in large engineering
organizations across multiple teams [68, 69].

Recently, many have sought to use MBSE beyond the scope of complex products (in the
aerospace and defense sectors) and for large scale engineering systems (that form integral
parts of smart cities). Examples of these include the power grid, transportation systems,

healthcare delivery systems, and the internet.

Definition 2.16 — Engineering System [1]: 1.) A class of systems characterized by a high
degree of technical complexity, social intricacy, and elaborate processes aimed at fulfilling
important functions in society. 2.) The term engineering systems is also used to refer
to the engineering discipline that designs, analyzes, verifies, and validates engineering

systems. [

From an architectural perspective, these engineering systems are classified as large and

flexible.
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Definition 2.17 — Large Flexible Engineering System (LFES [3,14]): An engineering
system with a large set of system processes that not only evolve over time, but also can be

fulfilled by one or more resources®. |

Hetero-functional graph theory was developed for this broad class of systems. Fur-
thermore, large flexible engineering systems, as a class of systems, is characterized by
a meta-architecture which generalizes and abstracts features found in reference and in-
stantiated system architectures. Figure 2.8 uses a SysML Block Diagram to show how a
meta-architecture generalizes a reference architecture which in turn generalizes an instanti-
ated architecture. Consequently, the insights provided by hetero-functional graph theory at
the meta-architecture level have direct pertinence to domain specific reference architectures

and their instantiations in real-world applications.

package Model[ | 5| 3 - System Architectureu

Meta-Architecture

i

Reference
Architecture

i

Instantiated
Architecture

Fig. 2.8: SysML Block Diagram: System architecture can be represented at three levels of
abstraction: instantiated, reference, and meta.

For clarity, definitions for these terms are provided. A meta-architecture, a reference

architecture, and an instantiated architecture are all types of (system) architectures.

Definition 2.18 — Systems Architecture [98]: A system architecture consists of three parts,
the physical architecture, the functional architecture, and their mapping. The physical archi-

tecture is a description of the partitioned elements of the system without any specification of

The original definition of large flexible engineering systems found in the Axiomatic Design literature [3]
used the term functional requirements instead of system processes and the term design parameters instead of
system resources. Recent works on hetero-functional graph theory [14, 98] have since adopted the definition
revised as per the above for consistency of nomenclature.
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the performance characteristics of the physical resources that comprise each element. The
functional architecture is a description of the system processes in a solution-neutral way,
structured in serial, or parallel, and potentially in hierarchical arrangements. The system
concept as a mapping of the functional architecture onto the physical architecture completes

the system architecture. [

Instantiated architectures are the easiest to understand because they represent the wide
variety of instantiated products and systems that everyone interacts with on a day-to-day

basis. An instantiated systems architecture is now defined as:

Definition 2.19 — Instantiated Systems Architecture: A case specific architecture, which
represents a real-world scenario, or an example test case. At this level, the physical architec-
ture consists of a set of instantiated resources, and the functional architecture consists of a
set of instantiated system processes. The mapping defines which resources perform what

processes. [

Interestingly, in the case of large flexible engineering systems, the mapping of the instantiated
functional architecture to the instantiated physical architecture is necessarily one-to-one [98].

Consequently, it adheres to the Independence Axiom in Axiomatic Design theory [3,4,217].

Axiom 2.1 — The Independence Axiom: Maintain the independence of the system pro-
cesses [3,4,217] such that: (1) they are mutually exclusive and collectively exhaustive with
respect to each other, and (2) they maintain a one-to-one mapping with the system resources

in the physical architecture’. |

The adherence to the Independence Axiom is what allows a large engineering system to gain
its flexible nature where paired elements of form and function can be routinely added or
removed. Furthermore, the requirement for mutually exclusive and collectively exhaustive

system processes effectively ensures the properties of completeness and laconicity.

Example 2.1: Consider the IEEE 201-bus power system test case in Figure 2.9 as an example

In certain cases the second condition can be relaxed so as to form a one-to-many mapping. However, the
independence axiom explicitly prohibits many-to-many mappings of function to form.
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Fig. 2.9: 201-Bus IEEE Test Case One Line Diagram [31,50].

of an instantiated system architecture. This test case has been used widely to perform power
system performance and behavior studies [31,50,218,219]. Based on Definitions 2.18 and

2.19, the instantiated system architecture of the test case has three parts:

* The Physical Architecture consists of 201 substation buses to which 1 generator and
95 loads are connected. There are also 200 branches that connect the buses. The

physical layout of the test case is presented in Figure 2.9.

* The Functional Architecture is comprised of function instances. There is one function
instance called “Generate Power". There are 95 function instances of “consume
power," each is associated with the need to consume power at a given location.

There are 201 function instances of ““store power" as each substation must inevitably

store some — albeit small — amounts of power in order to route the electric power
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to other locations. Finally, there are 200 functions of "transport power" between
two predetermined locations in space. Note that this description does not specify
how these functions are fulfilled by engineering artifacts. The description is thus

solution-neutral.

* The System Concept is the mapping of of the functional architecture onto the physical
architecture and can be derived from the system specification. The generator generates
power, and the 95 loads consume power. The 201 substation buses store power, and

the 200 branches transport power between their predefined locations in space.

In conclusion, the IEEE 201-bus power system test case represents an instantiated system
architecture in that it provides a specific instance as a case study. It includes a unique layout

and each element of the system architecture is named and countable. [

Reference architectures generalize instantiated system architectures. Instead of using
individual instances as elements of its physical and functional architecture, it is expressed in

terms of domain-specific classes of these instances. It is now defined as:

Definition 2.20 — Reference Architecture [220]: “The reference architecture captures the
essence of existing architectures, and the vision of future needs and evolution to provide
guidance to assist in developing new instantiated system architectures. ... Such reference
architecture facilitates a shared understanding across multiple products, organizations, or
disciplines about the current architecture and the vision on the future direction. A reference
architecture is based on concepts proven in practice. Most often preceding architectures
are mined for these proven concepts. For architecture renovation and innovation validation
and proof can be based on reference implementations and prototyping. In conclusion, the
reference architecture generalizes instantiated system architectures to define an architecture
that is generally applicable in a discipline. The reference architecture however does not

generalize beyond its discipline.” [ |

Example 2.2: Reconsider the IEEE 201-bus power system test case described in Example
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2.1. The associated reference architecture describes power systems in general. Based on

Definitions 2.18 and 2.20, the reference architecture of a power system has three parts:

» The Physical Architecture consists of buses, generators, loads, and branches without
specifying either the number or names of their instances. The interfaces between
these classes are also described in general. Generators and loads connect to individual
buses® while branches connect to bus pairs. This reference physical architecture is
graphically depicted with SysML in Figure 2.10 . A common open-source power
system solver uses this reference architecture to for its object-oriented software

implementation [221,222].

package Model[ 2 3 - Reference Physical Architecture for EPsy

Bus Branch

=

Generator Load

Fig. 2.10: Reference Physical Architecture for Electric Power Systems.

» The Functional Architecture comprises of three dominant functions (as types): Gener-
ate Power, Transport Power, and Consume Power. For mathematical simplicity and
consistency with later sections, the storage of power is considered as transporting
power between one place and itself. Again, this description of function does not de-
scribe how it is fulfilled and is therefore solution-neutral. This functional architecture
is organized into a design pattern to display the system’s behavior. Figure 2.11 shows
the functional architecture of a power system as a design pattern. Note that the design

pattern neither specifies the lay-out nor the number of elements in the power system,

8Power system test cases are often used to conduct power flow analysis studies. The underlying model
neglects the lead lines from generators and loads to their associated buses. Other models of power systems
such as transient stability models do include such lead lines. In such a case, the reference architecture would
have no direct connection from the generators and loads to the buses. Furthermore, power flow analysis
models usually do not differentiate between energy storage facilities and power generation facilities despite
the former’s ability to both generate and consume power.
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but only incorporates the functional arrangement of the system. The function of every
power system, regardless of its physical architecture, is to generate power, transport
it to the end users, and consume the power (by the end user). The transportation of
power may occur once, but usually occurs multiple times as there very rarely exists

direct lines between power plants and end consumers.

activity 3 - Reference Functional Architecture for EPS( Fuel, Work or Heat ) [ [-Z] 3 - Reference Functional Architecture for Epsu

Electric Power Electric Power Electric Power Electric Power
at 132KV, I at 132KV
O i [

Note:
(1) Activities with a yellow background are transformation processes.
(2) Activities with an orange background are refined transportation processes:

Fig. 2.11: Functional Design Pattern for an Electric Power System Reference Architecture.

* The System Concept maps the functional architecture onto the physical architecture.
Given the functional and physical architectures at the instantiated and reference levels,
and the system concept at the instantiated level, the system concept at the reference
level can be straightforwardly deduced. The presence of a mapping between a function
instance to a physical elements causes a mapping between their associated function

types and physical classes.

In all, the power system reference architectures presents a domain-specific representation of
a power system’s functional architecture, physical architecture, and system concept. [
Meta-architectures further generalize reference architectures. Instead of domain-specific
elements, it is expressed in terms of domain-neutral classes.
Definition 2.21 — Meta-Architecture: A reference architecture composed of “primitive
elements" that generalize the domain-specific functional and physical elements into their
domain-neutral equivalents. |
While no single engineering system architecture has been developed for all purposes,
several modeling methodologies have been developed that span several discipline-specific

domains. In the design of dynamic systems, bond graphs [223-225] and linear graphs
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[226-230] use generalized capacitors, resistors, inductors, gyrators, and transformers as
primitive elements. In business dynamics, stocks and flows are often used as primitives
[231,232]. Finally, graph theory [93,233] introduces nodes and edges as primitive elements.
Each of these has their respective sets of applications. However, their sufficiency must
ultimately be tested by an ontological analysis of soundness, completeness, lucidity, and

laconicity.

Example 2.3: Reconsider the IEEE 201-bus power system test case described in Examples
2.1 and 2.2. The power system reference architecture can be described in a domain-neutral
way. At the meta-level, the physical architecture becomes a graph with nodes that correspond
to generators, loads, and buses and edges that correspond to power lines. The domain
neutrality of a graph is evidenced by its application across multiple domains. That said, this
graph is only a representation of the power system’s physical architecture at the meta level.
It neither represents the functional architecture nor the system concept. In that regard, it
is an ontologically inadequate representation of the system’s meta-architecture as a whole.
The exposition of hetero-functional graph theory in the following chapter serves to address

this issue of ontological sufficiency. [

In conclusion, the field of systems engineering has evolved tremendously in recent
decades; first with the incorporation of modeling tools like SysML to become MBSE, and
then second with an expansion of scope to engineering systems to become the engineering
systems discipline. In that regard, the application of MBSE tools such as SysML is indis-
pensable. The systems can furthermore be described at several levels of abstraction: the
meta-architecture, the reference architecture, and the instantiated system architecture levels
respectively. Graph Theory is an example of a meta-architecture, capable of describing
domain-specific systems in a general manner. The theory presented in this thesis, called
hetero-functional graph theory, presents itself to address the ontological insufficiencies
of graphs defined purely in terms of nodes and edges. The thesis now continues with an

exposition of hetero-functional graph theory in Chapter 3.
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Chapter Summary:

This chapter has developed the context and preliminary information for the thesis. First, it
introduced a common framework to describe systems and used that framework to establish
the value of the model-based approach to engineering systems analysis. Then, it provided a
discussion of the different types of model-based evaluation approaches and established that
Hetero-functional Graph Theory is especially well-suited to describe engineering system
structure so as to enable the analysis of engineering systems. Finally, the chapter provided
preliminary information as a foundation for the advancement of Hetero-functional Graph

Theory in the remainder of this dissertation. |
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Chapter 3

Hetero-functional Graph Theory

Chapter Abstract:
The previous chapter has established the need for a novel modeling framework to describe
engineering system structure. This chapter presents a hetero-functional graph theory as
the first internally consistent theory for the description of engineering systems structure
and 1s adopted from Chapter 4, called “Hetero-functional Graph Theory", in the book “A
Hetero-functional Graph Theory for Modeling Interdependent Smart City Infrastructure” [5].
Hetero-functional graph theory is a quantitative structural modeling framework and can
be understood as an intellectual fusion of model-based systems engineering and network
science. This chapter provides an exposition of hetero-functional graph theory in terms of its
seven constituent mathematical models and how they relate to their counterparts in SysML.
The seven mathematical models in hetero-functional graph theory are: (1) the System
Concept (Section 3.1 on Page 61), (2) the Hetero-functional Adjacency Matrix (Section 3.2
on Page 79), (3) the Controller Agency Matrix (Section 3.3 on Page 86), (4) the Controller
Adjacency Matrix (Section 3.4 on Page 92), (5) the Service as Operand Behavior (Section
3.5 on Page 95), (6) the Service Feasibility Matrix (Section 3.6 on Page 102), and (7) the
System Adjacency matrix (Section 3.7 on Page 112. The first two models are assumed to

be universal and apply to all types of engineering systems. They form the structural model.
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The last four apply when it is necessary to differentiate systems. Models 3 and 4 constitute
the system control model. Together, they differentiate systems based upon the structure
of their control and decision-making. Models 5 and 6 constitute the service model. They
differentiate systems based upon the behavior of their operands. These six models are then
ultimately combined together for holistic analysis of cyber-physical engineering systems.
When integrated together, these models constitute the final product of hetero-functional
graph theory: the System Adjacency Matrix.

Throughout this chapter, a small scale example is used to demonstrate the theory. More
expansive examples in Chapter 4 demonstrate the application of hetero-functional graph
theory at scale: for an interdependent smart city infrastructure system (Section 4.2 on Page
126) and for the four-layer system in Section 4.11 on Page 203 (originally presented in

Section 2.2.2 on Page 37).

Hetero-functional graph theory can be viewed as an intellectual fusion of model-based
systems engineering and network science. The theory has origins elsewhere: the original
target application of hetero-functional graph theory was the automated mass-customized
production system literature [234—238]. There, the need to compete in dynamic marketplaces
with products of increasingly short product life-cycle drove mass-customized production
systems to explicitly foster reconfigurability as a life-cycle property of their integrated
automation solutions. The first publication on hetero-functional graph theory emerged in
2006 to address system degrees of freedom (as defined in Definition 3.13) [17]. One year
later, reconfigurability measurement in automated manufacturing systems was published in
2007 as the first comprehensive treatment of hetero-functional graph theory [2]. It utilized
a design structure matrix as a type of graph to address the ease of reconfiguration [7, 19].
Furthermore, it drew the concept of a knowledge base from the Axiomatic Design literature

[3] and quantified it as a bipartite graph that allocates function to form [6,20]. Beyond these
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characteristics, the reconfigurability measurement of mass-customized production systems
needed to specifically address heterogeneity. Finally, because automation was an essential
aspect of mass-customized production systems, the theory was explicitly cyber-physical.
Since that time, as discussed in this thesis’ Preface, hetero-functional graph theory has been
applied in numerous domains with several enhancements to address the peculiarities of each
application!. As this chapter lays out hetero-functional graph theory, historical footnotes are
provided to describe how the theory has developed over time.

This chapter provides an exposition of hetero-functional graph theory in terms of its
constituent mathematical models and how they relate to their counterparts in SysML. These
models are: (1) the System Concept, (2) the Hetero-functional Adjacency Matrix, (3) the
Controller Agency Matrix, (4) the Controller Adjacency Matrix (5) the Service as Operand
Behavior, (6) the Service Feasibility Matrix, and (7) the System Adjacency matrix. The
first two models are assumed to be universal and apply to all types of engineering systems.
They form the structural model. The last four apply when it is necessary to differentiate
systems. Models 3 and 4 constitute the system control model. Together, they differentiate
systems based upon the structure of their control and decision-making. Models 5 and 6
constitute the service model. They differentiate systems based upon the behavior of their
operands. These six models are then ultimately coupled together for holistic analysis of
cyber-physical engineering systems. The structural model and the control model have
cyber-physical resource interfaces. Similarly, the structural model and the service model
have a structure-service coupling. When integrated together, these models constitute the
final product of hetero-functional graph theory: the System Adjacency Matrix. Table 3.1

presents a visual overview of the models.

Example 3.1: In order to facilitate the theoretical discussion of hetero-functional graph

theory, Figure 3.1 introduces a simplistic example network of a smart city. The network

!For a more detailed discussion of the different applications of hetero-functional graph theory, the reader is
referred to Chapter 6 in the book “A Hetero-functional Graph Theory for Modeling Interdependent Smart City
Infrastructure” [5]
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Table. 3.1: An Overview of the Mathematical Models in Hetero-functional Graph Theory:
The shaded area maps mathematical elements to their associated models.

] ] 3 g
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System Concept

Chapter 4.1

System Function (Processes)|

System Form
(Physical Resources)

System Knowledge Base

System Constraints Matrix

Structural Degrees
of Freedom

1I:
Hetero-functional
Adjacency Matrix

Chapter 4.2

System-Sequence
Knowledge Base

System-Sequence
Constraints Matrix
Hetero-functional
Adjacency Matrix

System-Sequence
Degrees of Freedom

I
Controller Agency Matrix

Chapter 4.3

Physical Resources

(Cyber-)Resources

Service Feasibility Matrix

Chapter 4.6

Controller Agency Matrix
1v:
Controller Adjacency
Matrix Controller Adjacency Matrix
Chapter 4.4
Services
v:
Service as Operand
Behavior Service Activities
Chapter 4.5 Service String and
Service Petri net
Service Transformation
Feasibility Matrix
VI: Service Transportation

Feasibility Matrix

Service Line
Feasibility Matrix

Service Degrees of Freedom

VII:
System Adjacency Matrix

Chapter 4.7

System Adjacency Matrix

consists of four nodes and four edges. The nodes are: (1) water treatment facility, (2) solar
PV system, (3) house, and (4) work location. The edges are: (1) water pipeline from the
water treatment facility to the house, (2) electric power line from the solar PV system to the
water treatment facility, (3) electric power line from the solar PV system to the house, and

(4) road from the work location to the house, and back. [ |
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ng e n3 Legend:

() > Nodes:

Nyt Water Treatment Facility
ny: Solar PV
e €4 n3: House
€3 Nyt Work Location
Edges:
€1: Water Pipeline
€y Power Line 1
€3: Power Line 2
ny ny ¢4 Road

Fig. 3.1: An Example 4-Node Smart City Network: A simplistic smart city network that is
used as an example throughout Chapter 3.

3.1 System Concept

Building upon the Definition 2.18 of System Architecture in Section 2.3.2 on page 49, a
system’s concept is the allocation of a system’s function to its form [67]. The system function
is described by elements that include verbs acting upon their operands. The system form is
described with elements that include nouns. When an element of function is allocated to
an element of form, a complete sentence is formed consisting of a noun-subject, its active
transitive verb, and its operand. The sentence as a whole represents a physical capability in
the system.

SysML consists of several graphical diagrams that represent an engineering system
[68,69]. Of these, the block diagram primarily represents system form while the activity
diagram represents system function. Because there is no dedicated diagram for system
concept, it appears in both diagrams. Consider the SysML block diagram in Figure 3.2.
It shows a model of a smart city’s form consisting of several types of resources (as form
elements) which are capable of completing several processes (as function elements). This
leads to sentence constructions like ‘“Water pipeline transports water." Now consider the
activity diagram with swim lanes in Figure 3.3. It shows a model of a smart city’s function
consisting of a logical flow of processes which have been allocated to several resources
in vertical columns called “swim lanes." In each case, the system concept is represented
equivalently. Hetero-functional graph theory now represents this SysML description of

function allocated to form mathematically [2, 6, 14,17,20,98].
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3.1.1 System Form

Hetero-functional graph theory defines a set of system resources R as form elements. These
are then classified into three types. R = MUBUH, where M are the transformation resources

(or machines), B are the independent buffers, and H are the transporting resources-.

Definition 3.1 — Transformation Resource: A resource r € R is a transformation resource
m € M iff it is capable of one or more transformation processes on one or more operands

and it exists at a unique location in space. [

Definition 3.2 — Independent Buffer: A resource r € R is an independent buffer b € B iff
it is capable of storing one or more operands, is not able to transform them or transport them

to another location, and exists at a unique location in space. [

Definition 3.3 — Buffer: A resource r € R is a buffer by € By iff it is capable of storing one

or more operands at a unique location in space. Bg = M U B. |

Definition 3.4 — Transportation Resource: A resource r € R is a transportation resource
h € H iff it is capable of transporting one or more operands between an origin and a distinct

destination, without transforming these operands. [

Ontological Remark 3.1. The classification of system resources into three different types
originates from the field of production systems where each type of resource is conceptualized
to have its own type of value. Transformation resources are often times referred to as “value
adding," transportation resources gain value from logistical necessity, and independent
buffers are often explicitly minimized. The distinction between these different types of
resources serves to enhance the ontological lucidity of hetero-functional graph theory with
respect to the conceptualization of value and avoid construct overload. Furthermore, the
use of iff conditionals in the definition of these types of resources guarantees adherence to

all four ontological properties. |

2The resource definitions presented above were mildly revised from those found in [2, 6, 14,17,20,98] so
as to maintain the integrity of the ontological argument presented throughout the thesis.
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3.1.2 System Function

Next, hetero-functional graph theory defines a set of physical system processes P as func-
tional elements.

Definition 3.5 — System Process [104,239]: An activity that transforms a predefined set of
inputs into a predefined set of outputs. [

The system processes are classified into two types. P = P, U P, where P, are the transfor-

mation processes’, and b, are the transportation processes between buffers Bg = M U B,

Definition 3.6 — Transformation Process: A process is a transformation process p,; € P,
iff it is capable of transforming one or more properties of a set of operands into a distinct set

of output properties in place. It’s syntax is:
{transitive verb, operands} — {outputs} (3.1)

Definition 3.7 — Transportation Process: A process is a transportation process p,,;, € P,
iff it is capable of transporting one or more operands between an origin buffer bsy1 €Bgtoa

destination buffer b, € B according to the following convention of indices [2,6, 14, 17,2013

u=0(Bs)(y1 - 1)+, (3.2)

Its syntax is:
{transport, operands,origin,destination} — {outputs,destination} (3.3)
[

3The transformation processes are assumed to transform the operand in place.

4The system process definitions presented above were mildly revised from those found in [2,6,14,17,20,98]
S0 as to maintain the integrity of the ontological argument presented throughout the thesis.

>Note that a “storage process” is merely a transportation process with the same origin and destination.
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Ontological Remark 3.2. The classification of system processes into two different types
originates from the field of production systems where each type of processes is conceptualized
to have its own type of value. Transformation processes are often times referred to as “value
adding," while transportation processes gain value from logistical necessity. The distinction
between these different types of processes serves to enhance the ontological lucidity of
hetero-functional graph theory with respect to the conceptualization of value and avoid
construct overload. Furthermore, the use of iff conditionals in the definition of these types

of processes guarantees adherence to all four ontological properties. [
The Independence Axiom (2.1) requires the mutual exclusivity of system processes.

Theorem 3.1 — Mutual Exclusivity of System Processes: A lucid representation of system
processes as a domain conceptualization distinguishes between two system processes as

modeling primitives with different sets of inputs and outputs. [

Proof 3.1. Assume that the inputs or outputs of a system process conceptualization are
distinct from the inputs or outputs of another system process conceptualization. By Definition
3.5, these two system process conceptualizations are distinct. If a single system process
modeling primitive is used to represent both of these two system process conceptualizations,
then it is overloaded and by definition lucidity is violated. Consequently, two system process
modeling primitives are required. [
The above defined set of transportation processes (Defn. 3.7), however, does not distin-
guish the multiple ways in which an operand is transported between origin and destination.
Therefore, at times, it is necessary to introduce a set of refined transportation processes b;
which are defined individually as a feasible combination of a transportation process p,, € P,
and a holding process p,, € P,,.
Definition 3.8 — Holding Process: A process is a holding process p,, € P,, iff it holds one

or more operands during the transportation from one buffer to another. [

In order to maintain the independence axiom and the mutual exclusivity of the system
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processes (Theorem 3.1), holding processes are specified so as to distinguish between

transportation processes that:

* Have different operands,
* Hold a given operand in a given way, or

* Change the state of the operand.

Note that the last requirement for holding processes give them a potentially transformative

nature®. Furthermore, in differentiating transportation processes by holding process, it is

important to retain one holding process that has no transformative effect on its operand.
The set of refined transportation processes can be expressed as a combination of the set

of transportation processes and the set of holding processes:

P, =P, >< P, (3.4)

where X is the Cartesian Product [240].

Definition 3.9 — Refined Transportation Process: A process is a refined transportation
process p;, € Py iff it is capable of transporting one or more operands between an origin
buffer b

€ Bg to a destination buffer b, € Bg while it is realizing holding process

Syl Syz

Pyg € P). Its syntax is:

{transport, operands, origin, destination,while transitive verb} —

{outputs, destination} (3.5)

In systems where holding processes are required, the complete set of system processes

becomes: P = PM U P,7.

®While holding processes have been a part of hetero-functional graph theory since its inception, this
work is the first to allow for the holding processes to change the state of the operand and have a potentially
transformative nature. As later chapters will demonstrate, this expansion of the meaning of holding processes
is necessitated by interdependent smart city infrastructure applications where a given operand changes its state
as it moves from one location to another.
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The introduction of holding processes of a transformative nature does require special
attention. The use of hetero-functional graph theory must now take care to not double
count transformation processes and refined transportation processes with a transformative
nature that occur in a single location. This work uses transformation processes (rather than
holding processes of a transformative nature) by default. It only uses transformative holding
processes under two conditions: (1) they are required with transportation processes with
a distinct origin and destination, or (2) the value-related operand [241] of the process (e.g.
pumped water in a water distribution system) remains in place while a second operand is
transformed (e.g. electricity). Here, the transformative nature of such a refined transportation
process is modeled to occur at a single location in space. For example, while an electric
pump may pump water from one distinct location to another, the transformative nature of
consuming electricity occurs at a single point in the electric distribution system. Finally,
resources that are capable of such refined transformation processes with a transformative
nature would now be classified as transformation resources by virtue of Definition 3.1.

Based on the discussion above, one could derive that a separate set of transformation
processes P, is no longer necessary as the holding processes can introduce transformative
nature to a buffering transporting processes. However, transformation processes are essential
to represent operands crossing the system boundary. When the operand enters the system,
it seems that the operand appears from “nowhere." The operand is transported across the
system boundary, and appears the moment it enters the system. The transportation process
has an origin outside the system boundary, which consequently does not exist. As a result,
these processes are necessarily represented by transformation processes, as if these operands
were generated or consumed at the point of entry or departure. The refined transportation
processes of a transformative nature convert the state of the transported operand, but the
transported operand is always retained in the system. Heat losses or waste can be included

as an output operand of the process’, but can only leave the system via a transformation

"These outputs may also be neglected when they are not desired in the model.
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Table. 3.2: System Processes & Resources

System Processes

System Resources

Transformation Transformation
P M
B Processes Resources
Transportation Transportation
P H
n Processes Resources
P, lilr(z)l((:ienslsges B Independent
Buffers
Refined
B; =P, X P, Transportation | Bg=MUB Buffers
Processes
_ System _ System
P=F Uk Processes R=BsUH Resources

process.

In keeping with the ontological properties described in the previous chapter, hetero-
functional graph theory requires that the set of system resources and processes be mutually
exclusive and collectively exhaustive descriptions of system form and function respectively.

The overview of system processes and resources is provided in Table 3.2.

Ontological Remark 3.3. The first two sections (Sections 3.1.1 and 3.1.2) imply an un-
derlying meta-architecture. In hetero-functional graph theory, the primitives of the meta-
architecture of system form is a set of resources, classified as transportation resources H
and buffers Bs which are in turn classified as transformation resources M and independent
buffers B. This classification is depicted in Figure 3.4. Meanwhile, the meta-architecture of
system function is a set of processes classified as transformation processes P,, transportation

processes By, and holding processes P,,. It is depicted in Figure 3.5 as a SysML activity
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diagram. Here, all potential sequences of processes are indicated because there is no a

priori reason at the meta-level to prevent one process from following another. |

package Model[ <= LFES-ResourceArchitecture ]J

Resources R

Transportation Buffers B_S
Resources H
Transformation Independent
Resources M Buffers B

Fig. 3.4: A SysML Block Diagram: The meta-architecture of the system form of a LFES.

activity LFES( Input Operand, Output Operand ) [ = LFESJJ

in Input : Transform
Operand Operand

: Transport
Operand

: Carry
Operand

J out Output
Operand

J
Fig. 3.5: A SysML Activity Diagram: The meta-architecture of the system function of a

LFES.

Example 3.2: The SysML block diagram in Figure 3.2 represents a simplified model of a
smart city infrastructure system and is now modeled using hetero-functional graph theory.
The system resources R are M={ Water Treatment Facility, Solar PV, House}, B={Work
Location}, H={ Water Pipeline, Power Line, Road}. Now, revisit the activity diagram with
swim lanes in Figure 3.3. The activity diagram has 2 inputs, 1 output, and 11 activities
allocated to 8 resources. First, the set of transformation processes is Pﬂ = {Treat water,
consume water, generate electricity }. These three transformation processes either have an
input as operand, or their output is also a system output. Second, the set of transportation
processes D, is defined as all transportation processes between the system buffers Bg. This

example has four buffers (B¢ = M U B) and consequently, the example has 16 transportation
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processes (e.g. transport from M; to My, transport from M; to M,, etc.). Third, the set
of holding processes serves to distinguish transportation processes. The transportation
processes in this example are distinguished for operand and transformative nature. The
resulting set of holding processes is P, = {Carry potable water, Carry electricity at 132kV,
Charge EV, Discharge EV, Carry EV}. Finally, the set of refined transportation processes
is calculated using Equation 3.4. The resulting set has a size of 80; it contains all unique
combinations of the elements in P,, with the elements in B,,. Note that P,, and P; thus contain

all possible (refined) transportation processes. |

3.1.3 Allocation of System Function onto System Form

In hetero-functional graph theory, the allocation of system processes to system resources is

captured in the “design equation" [2]:

P=JsOR (3.6)

where Js is the system knowledge base, and © is “matrix boolean multiplication" [2,242].

Definition 3.10 — System Knowledge Base [2,6,14,17,20,98]: 8 A binary matrix Jg of
size 0(P) x 0(R) whose element J(w,v) € {0, 1} is equal to one when action e,,, € £ (in
the SysML sense) exists as a system process p,, € P being executed by a resource r, € R.

The () notation gives the size of a set. |

In other words, the system knowledge base forms a bipartite graph [14] between the set of
system processes and the set of system resources.

It is important to note that the system knowledge base views the set of system processes
at the reference architecture level and the set of system resources at the instantiated archi-

tecture level [98]. As mentioned in Section 2.3, the mapping of the instantiated functional

8The system knowledge base was first introduced in 2006 [17] simply as a binary matrix and was later
named as a knowledge base in [2, 6,20, 98] in recognition of its use in the Axiomatic Design literature [3].
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architecture to the instantiated physical architecture is necessarily one-to-one in large flexi-
ble engineering systems. In using the system processes defined at the reference architecture,

the system knowledge base provides further insight into process redundancy [2, 38, 98].

o(R)
Ry=) Jsw,v) (37)

Furthermore, it is possible to aggregate resources R into aggregated resources R [2, 6,20,

38,98]:

[1]

R=E®R (3.8)

where = is an aggregation matrix and ® is the aggregation operator.

Definition 3.11 — Aggregation Operator ® [2,6,20,38,98]:
C(i k) = Ua(i,j)@b(j,k) - A®B (3.9)
j
[ |

Some aggregated resources R can be considered flexible in that they are capable of executing

more than one system process [2,38,98].

a(P)
Fo=) Jswv) (3.10)

Process redundancy R and resource flexibility F are valuable measures that directly impact
a system’s reconfigurability and resilience [14, 15].

The design equation is also applicable to the different different types of processes and
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resources [2,6,14,17,20]:

P, =JyOM G.11)
P,=],OR (3.13)

where ), is the transformation knowledge base, [ is the transportation knowledge base,
and J,, is the holding knowledge base. The refined transportation knowledge base [z is

constructed as follows [2, 8, 14,22,30,31]°:

Ja =], @17 [17%) @ 4] (3.14)

where ® is the Kronecker product, - is the hadamard product, and 1" is a ones-vector of
length 7.

Note that the mathematical structure of /g effectively stratifies several copies of [ so
that system transportation processes are differentiated by the holding processes in P,,. These
holding processes are introduced in either of the three scenarios, as mentioned previously
regarding the set of refined transportation processes.

In previous two-operand system literature, a more practical approach was used, such
that the operand specific refined transportation knowledge bases were simply concatenated.
The resources that appear in both systems were merged after concatenation. This approach
is equally correct, potentially quicker for two-operand systems, but not practical for multi-
operand systems. For example, the concatenation of transportation knowledge bases was
used in electrified transportation systems [30—-32] and microgrid-enabled production systems
(see Chapter 5 of this dissertation) [35]. In greater detail, in [31,32], the holding knowledge

base differentiated between several different modes of travel within an electrified transporta-

9While more recent references represent J;7 in matrix form, the original formula in [2] based upon scalars
remains useful in large-scale computational applications where memory is limited.
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tion infrastructure. The transportation system knowledge base for a system that transports
multiple operands is a concatenation of the transportation knowledge bases for each holding

process.

Ja=| : (3.15)
Jan

In either case, the system knowledge base Js is [2,6, 14,17,20]:

0
Js = Ju 1 0 (3.16)

Hetero-functional graph theory also differentiates between the existence and the avail-
ability of physical capabilities in the system [2,22]. While the former is described by the

system knowledge base, the latter is captured by the system constraints matrix.

Model [ 5= LFES-ResourceArchitecture ]J

Resources R

+Transport Operand()
+Hold Operand()

Transportation Buffers B_S
Resources H

Transformation Independent
Resources M Buffers B

+Transform Operand()

Fig. 3.6: A SysML Block Diagram: The meta-architecture of the allocated architecture of a
LFES from a system form perspective.

Ontological Remark 3.4. Building on the meta-architecture of the system processes and
system resources, the mapping of system function to system form at the meta-level is
indicated by the operations in Figure 3.6 or by the swim lanes in Figure 3.7. Transformation
resources are able to execute transformation processes while all resources are able to

execute transportation processes. [
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activity LFES-Swimlanes( Output Operand, Input Operand ) [ = LFES-Swimlanes ]J

Transformation Resource M ResourcesR=MUBUH

in Input : Transform
Operand Operand

: Transport
Operand

: Carry
Operand

[ out output

/‘ Operand

J

Fig. 3.7: A SysML Activity Diagram: The meta-architecture of the allocated architecture of

a LFES from a system function perspective.

Definition 3.12 — System Constraints Matrix [2,6,14,17,20,98]: ' A binary matrix Kg
of size 0(P) x 0(R) whose element Kgs(w,v) € {0,1} is equal to one when a constraint

eliminates event e,,,, from the event set. |

The system constraints matrix is constructed analogously to the system knowledge base

[2,6,14,17,20].

Kg=|—2 ~ — (3.17)

In this regard, the system constraints matrix has a similar meaning to graph percolation
[90,243] and temporal networks [244].

A system’s physical capabilities are quantified as structural degrees of freedom.
Definition 3.13 - Structural Degrees of Freedom [2, 6, 14,17,20,98]: !! The set of in-
dependent actions &g that completely defines the available processes in a large flexible

engineering system. The number of degrees of freedom is given by:

10The system constraints matrix was first introduced in [17] simply as a binary matrix and was later named
in [2,6, 14,20,98]. In some hetero-functional graph theory references, it is called the scleronomic constraints
matrix or the sequence-independent constraints matrix to indicate that it is applied one capability at a time.

"The concept of structural degrees of freedom was first introduced in [17]. In some hetero-functional graph
theory references, it is called scleronomic or sequence-independent degrees of freedom to indicate that they
address capabilities one at a time.

75



o(P)o(R)
DOFs=0(€s)=) ) lseKs](w,v) (3.18)

a(P)a(R)
=) ) Asww) (3.19)

w v

=(Js,Ks)r (3.20)

where © is boolean subtraction. The system constraints matrix limits the availability of
degrees of freedom in the system knowledge base to create the system concept Ag. Note
that the transformation degrees of freedom D OF) and the refined transportation degrees of

freedom DOFy are calculated similarly [2,6,17,20]:

O(PV)G(M)
DOFy =Y ) [moKul(jm) (3.21)
]’ m
O(Pﬁ)a(R)
DOFy =) Y [neKal(uv) (3.22)
[ |

Example 3.3: The term structural degrees of freedom is best viewed as a generalization of
kinematic degrees of freedom (or generalized coordinates) [2,6, 10, 14,17,20]. The number

of degrees of freedom is given by [245]:

DOF = ny*n; —ny (3.23)

where 7 is the number of links, 1; = 6 is the number of primitive coordinates, and rny is
the number of applied scleronomic (i.e time independent) constraints that confine motion.

For example, consider the two-bar linkage shown in Figure 3.8. n; =2 and n;, = 2% 5 =10.
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Consequently DOF = 2. If any individual constraint is assumed to affect only a single

combination of link and coordinate, then Equation 3.23 can be written as [2,6, 14,17,20,98]:

g

DOF = lZd]ZlUs & Ks(i,j) = Z]ZlAsuyj) (3.24)

i

Consequently, in hetero-functional graph theory, mechanical links as elements of form
are analogous to system resources and primitive coordinates as descriptors of function are

analogous to system processes [2,6, 10, 14,17,20]. |

O

Fig. 3.8: A Two Bar Linkage System.

Example 3.4: Building off of Example 3.2 and returning to smart city applications, Figures
3.2 and 3.3 can be quantified for their system knowledge base /g and system constraints
matrix Kg. Figure 3.9 provides a visual overview of the system capabilities, presented at the
location of their physical resources. Figure 3.10 provides the matrix representation of each
of the knowledge bases.

The transformation knowledge base J); maps the transformation processes to the
transformation resources. The transformation knowledge base consequently has size
o(P,) x 0(M) = 3 x 3, with three filled elements representing the transformation capa-
bilities.

The transportation knowledge base Jr; maps the transportation processes to the system

resources, resulting in a matrix of size o(P,;) x 0(R) = 16 x 8. Matrix Jy contains seven
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Original Network Topography: Degrees of Freedom at locations of the corresponding_resources:

v3
n n3 v
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>
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2 n4 6
Legend:

Nodes: Degrees of Freedom: . o X

ny: Water Treatment Facility — wj: treat water at water treatment facility 28 t{:’[l;‘f’g‘r:)e"]’f“‘:r from water treatment facility to house with

Ny Solar PV 2 r fi r treatment facili

2 . i . transport power from solar PV to water treatment facilit

ny House Wyt generate electricity at solar PV V8 with Eowgr line 1 Y

ny: Work Location V3t consume water at house Vo' transport power from solar PV to house with power line 2

Edges:

b : charge EV at house ¥ 1o discharge EV from house to work location with road

€p: Water Pipeline a4 & 10 &

€' Power Line 1 Vst park EV at house ¥ 1: discharge EV from work location to house with road

€3t Power Line 2

Ve k EV at k locati
€' Road ¢ parl at work location

Fig. 3.9: Degrees of Freedom in the Example Network: A visual comparison of the original
network topography on the left, and the system degrees of freedom on the right.

filled elements, representing the transportation capabilities.

The holding knowledge base ], serves to refine the transportation processes. It distin-
guishes the operands, the way of holding operands, and the way of holding operands that
could potentially change the state of the operand. The size of ], is 0(P,) x 0(R) = 5x 8,
with nine filled elements.

The refined transportation knowledge base ] is calculated using Equation 3.14. Its size
is o(P;) x 0(R) = 80 x 8, and it contains eight filled elements.

The system knowledge base ] then follows as a concatenation of [y, and g, following
Equation 3.16. The system knowledge base consequently has the size o(P) x 0(R) = 83 x 8,
with 11 filled elements that represent the system capabilities.

In this example, all capabilities are available and K is thus an all-zeros matrix with the
same size as Jg. The number of available capabilities (i.e. degrees of freedom) is calculated

to be 11 using Equation 3.18. In this case, the number of capabilities is equal to the number

of actions in the activity diagram in Figure 3.3. |
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Transformation Knowledge Base: Smart City System Knowledge Base:

558 S583z=zg282
1 P1: Treat Water Smart City 1 P1: Treat Water
1 P2: Generate Electricity Transformation 1 0 P2: Generate Electricity
1] P3: Consume Water Knowledge Base 1 P3: Consume Water

P4: Store potable water at M1
PS: Carry potable water from M1 to M2

Transportation Knowledge Base: 1 P6: Carry potable water from M1 to M3
[, P7: Carry potable water from M1 to B1
ZZZaTITIT X P8: Carry potable water from M2 to M1

PI: Transport from M1 to M1 P9: Store potable water at M2
P2: Transport from M1 to M2 P10: Carry potable water from M2 to M3
1 P3: Transport from M1 to M3 P11: Carry potable water from M2 to B1
P4: Transport from M1 to BI P12: Carry potable water from M3 to M1
1 P5: Transport from M2 to M1 P13: Carry potable water from M3 to M2
P6: Transport from M2 to M2 P14: Store potable water at M3
1 |P7: Transport from M2 to M3 P15: Carry potable water from M3 to B1
P8: Transport from M2 to B1 P16: Carry potable water from B1 to M1
P9: Transport from M3 to M1 P17: Carry potable water from B1 to M2
P10: Transport from M3 to M2 P18: Carry potable water from B1 to M3
1 P11: Transport from M3 to M3 P19: Store potable water at B1
1]P12: Transport from M3 to B1 P20: Store Power at M1
P13: Transport from B1 to M1 P21: Transmit Power @132kV from M1 to M2
P14: Transport from B1 to M2 P22: Transmit Power @132kV from M1 to M3
1|P15: Transport from B1 to M3 P23: Transmit Power @132kV from M1 to B1
1 P16: Transport from BI to B1 1 P24: Transmit Power @132kV from M2 to M1
P25: Store Power at M2
1 |P26: Transmit Power @132kV from M2 to M3

Holding Knowledge Base: P27: Transmit Power @132kV from M2 to B1

[, P28: Transmit Power @
S ZZmEITIIx P29: Transmit Power @132kV from M3 to M2
1 1 G1: Carry Potable Water P30: Store Power at M3
1 11 |G2: Carry Electricity at 132kV P31: Transmit Power @132kV from M3 to BI
1 G3: Charge Electric Vehicle P32: Transmit Power @132kV from B1 to M1
1| G4: Discharge Electric Vehicle P33: Transmit Power @132kV from BI to M2
i G5: Carry Electric Vehicle P34: Transmit Power @132kV from BI to M3
P35: Store Power at B
P36: Charge EV at M1

Legend: P37: Charge EV during transport from M1 to M2

MI: Water Treatment Facility H1: Water Pipeline P38: Charge EV during transport from M1 to M3

M2: Solar PV H2: Power Line 1 P39: Charge EV during transport from M1 to BI

M3: House H3: Power Line 2 P40: Charge EV during transport from M2 to M1

BI: Work Location H4: Road P41: Charge EV at M2

P42: Charge EV during transport from M2 to M3
P43: Charge EV during transport from M2 to BI
P44: Charge EV during transport from M3 to M1
P45: Charge EV during transport from M3 to M2

1 P46: Charge EV at M3

P47: Charge EV during transport from M3 to B
P48: Charge EV during transport from BI to M1
P49: Charge EV during transport from B1 to M2
P50: Charge EV during transport from B1 to M3
P51: Charge EV at BI

P52: Discharge EV at M1

P53: Discharge EV during transport from M1 to M2
P54: Discharge EV during transport from M1 to M3
P55: Discharge EV during transport from M1 to B1
P56: Discharge EV during transport from M2 to M1
P57: Discharge EV at M2

P58: Discharge EV during transport from M2 to M3
P59: Discharge EV during transport from M2 to B1
P60: Discharge EV during transport from M3 to M1
P61: Discharge EV during transport from M3 to M2
P62: Discharge EV at M3

P63: Discharge EV during transport from M3 to B
P64: Discharge EV during transport from BI to M1
P65: Discharge EV during transport from B to M2
P66: Discharge EV during transport from BI to M3
P67: Discharge EV at Bl

P68: Store EV at M1

PG6Y: Transport EV from M1 to M2

P70: Transport EV from M1 to M3

P71: Transport EV from M1 to BI

P72: Transport EV from M2 to M1

P73: Store EV at M2

P74: Transport EV from M2 to M3

P75: Transport EV from M2 to BI

P76: Transport EV from M3 to M1

P77: Transport EV from M3 to M2

1 P78: Store EV at M3

P79: Transport EV from M3 to BI

P80: Transport EV from BI to M1

P81: Transport EV from B to M2

P82: Transport EV from BI to M3

1 P83: Store EV at B

Smart City Refined
Transportation
Knowledge Base

Fig. 3.10: Transformation, Transportation, Holding, and System Knowledge Bases Corre-
sponding to Figures 3.2 and 3.3.

3.2 Hetero-functional Adjacency Matrix

In the previous subsection, system capabilities are described as sentences. In this subsection,
the capabilities are connected into serial and parallel arrangements. This is similar to when

sentences are connected together to form paragraphs and stories. The hetero-functional
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adjacency matrix represents the logical order of physical capabilities in a system [14].

In SysML, both the block definition diagram and the activity diagram with swim lanes
have the ability to represent the sequence of capabilities [68,69]. Sequence in the block
definition diagram is represented at the meta-architecture level, as physical continuity applies
to all engineering systems. Figure 3.11 represents the physical sequence constraints with
associations in green. Sequence in the activity diagram uses the functional interactions
between the actions to link the capabilities together. For example, Figure 3.3 is interpreted
as: “The solar PV panel generates electricity from solar irradiation. Power line 2 transmits

electricity to the house."

package Model[ &) LFES-ResourceArchitecture-Sequence JJ

Resources R

+Transport Operand()
+Hold Operand()

Transportation Buffers B_S
Resources H
Transformation Independent
Resources M Buffers B

+Transform Operand()

Fig. 3.11: A SysML Block Diagram: System sequence associations are added to the
meta-architecture of the allocated architecture of a LFES from a system form perspective.

In hetero-functional graph theory, the hetero-functional adjacency matrix A, is intro-
duced to represent the sequence of physical capabilities [14, 25,27, 31, 35]. Much like
the system concept Ag, the hetero-functional adjacency matrix A, arises from a Boolean
difference [14,25,27,31, 35].

A, =], 0K, (325)

where ], is the system sequence knowledge base and K, is the system sequence constraints

matrix.

Definition 3.14 — System Sequence Knowledge Base [14, 25,27, 31, 35]: 1> A square

120ne important change to hetero-functional graph theory over the years has been in the system sequence
knowledge base. Originally, it was called the rheonomic knowledge base and defined as a binary matrix of
size 02(P) x 0%(R) to mirror its sequence-independent counterpart [2, 6, 17,20]. Later works have adopted the
definition presented above as a methodological development.
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binary matrix ], of size 0(R)o(P) x o(R)o(P) whose element J,(x1, x2) € {0, 1} is equal to

one when string z,, ,, exists, where index x; € [1,...,0(R)o(P)]. Itis calculated as:

Jo :A;’A;’T (3.26)
_ 1V _ 1VT
Jo=[Js - Rs] [Js - Ks] (3.27)
where ()V is shorthand for vectorization (i.e. vec()). [ |

Definition 3.15 — System Sequence Constraints Matrix [14,25,27,31,35]: 13 A square
binary constraints matrix K, of size 0(R)o(P) x o(R)o(P) whose elements K(x1, x2) €

{0, 1} are equal to one when string z,, ., = €, 4, €y,v, € Z is eliminated. [

Note that J, creates all potential sequences of the capabilities in Ag. However, there are
only certain pairs of capabilities that are feasible. The system sequence constraints matrix
K, serves to eliminate the infeasible pairs.

Sequence dependent constraints in K, may be imposed on either functional interactions
and/or physical interfaces. Consequently, there are several considerations when calculating
Kp. In the case of functional interactions within an instantiated functional architecture,
the absence of an arrow between any two allocated actions in a SysML activity diagram
imposes a set of functional constraints within K,. Similarly, in the case of physical interfaces
within an instantiated physical architecture, the absence of an association link in a SysML
block diagram imposes a set of physical constraints within K, (without regard for system
function). Domain-specific sequence dependent constraints in K, may be imposed directly at
the reference architecture level, be they from arrows in the SysML activity diagram or from
association links in the SysML block diagram. Such design pattern constraints effectively

impose topological exchanges of matter, energy, information, people, or money [1]'%.

13Similarly, the system sequence constraints matrix was first called the rheonomic knowledge base and
defined as a binary matrix of size 0%(P) x 0%(R). Later works have adopted the definition presented above as
a methodological development.

141n [241], Crawley distinguishes between topological connections and spatial relationships as two types of
interactions. Because spatial relationships are effectively a type of requirement and are not typically addressed
in the network sciences, hetero-functional graph theory neglects their treatment here as well.
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Table. 3.3: Types of Sequence-Dependent Production Degree of Freedom Measures [8, 14,
25]

Sequence-Dependent Constraint Perpetual Measure
Type Measure Process Resource Knowledge Base Matrix Constraint Function
I DOFpmMmp Py Py M,M ]MMQ ) v . VT Kpmmp my = myp IMMp- KMMp)E
Unm-Rm|” [na K]
o | DOF PP M,R IMHp = v VT K m-1= UMHo RMHp)
MH > > MH MHp'®MHp/F
P 15 []MKM] []H‘KH] P (41 —1)/0(Bg) P P
o | DOFyy Py P, RM Trnp = v VT Kym "ol UuMp Kamp)F
N ) ~ ~ o _ 01 0
p 1K []H‘KH] []M'KM] 2 (u1 —1)&0(Bg) A f
JuHp = (41~ 1)%0 (Bg) = .
v DOF PP, RR Y VT K 1 S/= J R )
HHp nen [IH'KH] [IH'KH] HHp (up —1)/0(Bg) HHp-XHHp/F
ALL DOF PP RR Jo= K All of the Ab TsprKep)
0 4 - VT 0 of the Above 50 Ksp)F
f []SAKS] []S'KS] f proop

Finally, in the absence of either an explicitly stated physical or functional architecture be
it at the instantiated system or reference level, the system sequence constraints matrix K,
must still address continuity as a meta-level property of physical architectures (in general).
In other words, given two capabilities, the output of the first must occur at the location of
the input of the second. These constraints are described quantitatively in Table 3.3 [14]. In
such a case, the construction of the system sequence constraints matrix requires the tracking
of all four constraints for each of the pairs of capabilities in the system. A straightforward
way of calculating this matrix is a scalar implementation using FOR loops while adhering to
the following relationships of indices x = o(P)(v — 1)+ w. For a transformation process p,,,
w=jV¥Yj=][l...0(P,)]. For a transportation process p,,, w = [0(P,)(g - 1) + u] + o(P,)
Vg=[1...0(P,),Yu=[1...0(B)] [8,14,25].

A system’s sequences are quantified as sequence-dependent degrees of freedom.

Definition 3.16 — Sequence-Dependent Degrees of Freedom [14,25,27,31,35]: 1> The

set of independent pairs of actions z, ., = €,y €w,v, € Z of length 2 that completely

15Similarly, in earlier works, the sequence-dependent degrees of freedom measure was first called the rheo-
nomic degrees of freedom and defined over a binary matrix of size 0->(P)x 0>(R). Despite this methodological
difference, it is easy to show that the number of sequence dependent degrees of freedom is the same regardless
of the choice of calculation method.
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describe the system language. The number is given by:

o(R)a(P)a(R)o(P)
DOF,=a(2)= ) ) [poK]xix2) (3.28)

= Z Z [Ap](x1, x2) (3.29)

For systems of substantial size, the size of the hetero-functional adjacency matrix may
be challenging to process computationally. However, the matrix is generally very sparse.
Therefore, projection operators are used to eliminate sparsity by projecting the matrix onto

a ones vector [31,35]. This is demonstrated below for | ;/ and Ap:

PsjY =1°6s) (3.30)

PsA,PL = A

o (3.31)

where Pg is a (non-unique) projection matrix for the vectorized system knowledge base and
the hetero-functional adjacency matrix [31,35].
The number of sequence dependent degrees of freedom for the projected hetero-functional

adjacency matrix can be calculated as:

(Es)o(Es)
DOF,=0(2)= ) ) [A))(%1, 1) (3.32)
Y1 Yo

where Y € [1,...,0(&s)].

Example 3.5: This example continues where Examples 3.2 and 3.4 left off. Recall that
Example 3.2 derived the sets of the 4-node example network, and that Example 3.4 continued

by calculating the knowledge bases. This example completes the structural model for the
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4-node network by calculating the hetero-functional adjacency matrix A,. First, the system
sequence knowledge base ], is calculated using Equation 3.26. Recall that no constraints
were imposed on the knowledge base of the 4-node network, and consequently, size of
matrix Ag is 0(P) x 0(R) = 83 x 8, with 11 filled elements. The resulting size of matrix J,
is 0(R)o(P) x 0(R)o(P) = 664 x 664, with 112 = 121 filled elements.

Second, each of the elements in the system sequence knowledge base can be checked
for its adherence to the physical sequence constraints as defined in Table 3.3. Additionally,
the sequences must adhere to the functional sequences as defined in the activity diagram in
Figure 3.3 on Page 63. By directly checking the sequences for adherence to the constraints,
the calculation of the full constraints matrix Kp is avoided, and the hetero-functional
adjacency matrix A, is calculated directly. Matrix A, has size 0(R)o(P) x 0(R)o(P) =
664 x 664, with 20 filled elements.

Last, the matrix A, is projected and visualized. The projection operation eliminates
the row and column sparsity so as to reduce the size of the hetero-functional adjacency
matrix (using Equation 3.31). This is especially important for more complex systems. The
projected hetero-functional adjacency matrix Xp now has size 0(Es)xa(Eg) =11 x 11, still
with 20 filled elements. The matrix is presented in Figure 3.12, and presented as a network

in Figure 3.13. u

1 2 3 4 5 6 7 8 9 10 11 Legend:

1 1 1: treat water at water treatment facility

2 1|1 2: generate clectricity at solar PV

3 3: consume water at house

4 1 1 1 4: charge EV at house

5 1|1 1 5: park EV at house

6 1 1 6: park EV at work location

7 1 7: transport water from water treatment facility to house with water pipeline

8 |1 8: transport power from solar PV to water treatment facility with power line 1

9 1 1 9: transport power from solar PV to house with power line 2

10 1 1 10: discharge EV from house to work location with road

11 1 1 1 11: discharge EV from work location to house with road

Fig. 3.12: Projected Hetero-functional Adjacency Matrix Ap for Example 3.5. (Row and
column sparsity have been eliminated.)
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Original Network Topography: Hetero-functional Adjacency Matrix:
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Legend:
Nodes: Degrees of Freedom: — .
n: Water Treatment Facility — W1: treat water at water treatment facility — wo: gi?jfg{};gﬂ::' from water treatment facility to house with
Ny Solar PV ans| a a ’ acili
2 . . . transport power from solar PV to water treatment facility
ny House ¥y generate electricity at solar PV V8 with power line 1

ng: Work Location V3t consume water at house Vo: transport power from solar PV to house with power line 2

Edges:

;igiwulcr Pipeline vy charge EV at house ¥ discharge EV from house to work location with road

€5 Power Line 1 Vs' park EV at house ¥qy: discharge EV from work location to house with road

€3: Power Line 2
3

€4 Road

e park EV at work location

Fig. 3.13: Degrees of Freedom in the Example Network: A visual comparison of the original
network topography on the left, and the hetero-functional adjacency matrix on the right.

Ontological Remark 3.5. It is important to recognize that the hetero-functional adjacency
matrix is entirely distinct from the (traditional) adjacency matrices often used in graph theory.
While the latter often represents the nodes as some element of form (i.e. a resource) and edges
as the flows of matter, energy, or information between them, the hetero-functional adjacency
matrix has structural degrees of freedom (or capabilities) as nodes and edges to represent
feasible logical sequences. This is an essential difference. While a traditional adjacency
matrix assigns only one node to a resource regardless of its functionality, a hetero-functional
adjacency matrix assigns a node to each capability that each resource can perform. A
traditional adjacency matrix uses edges to represent transportation resources and implicitly
assumes a one-to-one relationship with the transportation processes that they execute. A
hetero-functional adjacency matrix, in contrast, assigns nodes to transportation capabilities.
This directly facilitates an understanding of the redundancy of each transportation process.
The explicit treatment of both the functional and physical architectures and their embedded
process redundancy and resource flexibility become an integral part of understanding the

structure and behavior of integrated smart city infrastructures. [
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3.3 Controller Agency Matrix

The controller agency matrix serves to differentiate between two systems of equivalent
capabilities but different control structure [2, 6,7, 20]. Consider Figure 3.14 [2]. Both
systems have equivalent capabilities; they are able to do the same processes on the same
resources. The system on the right, however, requires a centralized controller to perform
these capabilities; while the system on the left can do so without the need for such a
controller. Ontologically speaking, the controller agency matrix is introduced to ensure the
lucidity of the model. In the case of centralized controllers, the set of system resources R is
assumed to now include cyber-resources Q. R=M UBUH UQ [2,6,7,20]. Furthermore,
the previously identified resources M, B, and H constitute the system’s physical resources

Rp=MUBUH.

Definition 3.17 — Cyber-Resource [2,6,7,20]: A resource r € R is a cyber-resource (e.g.
controller or decision-making agent) g € Q = Qp U Qy iff it is capable of controlling how
physical resources perform their system processes. Dependent cyber-resources Qp are
integral parts of physical resources (as in the case of embedded controllers). Independent
cyber-resources (Q; are stand-alone and external to the physical resources (e.g. centralized
controllers & decision-making entities). For the sake of simplicity, each cyber-resource
is assumed to be able to execute a single control or decision algorithm pg € Py. Cyber-
resources that can execute multiple decisions are called aggregated cyber-resources Q =
E® Q. [ |

The control structure of an engineering system describes the scope of control or jurisdic-
tion that a cyber-resource has over a physical resource. If a physical resource has one or more
dependent cyber-resources, then it has its own control or decision-making agency and is
usually able to behave autonomously or in coordination with other resources [22,27]. Other

physical resources must instead rely on independent cyber-resources in order to effectively

16The definition presented above is a generalization of the one found in earlier works [2,6,7,20] where
dependent cyber-resources were neglected and independent cyber-resources were called centralized controllers.
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Distributed System Centralized System

Ry Ry

Ry Ry

Fig. 3.14: Capabilities with Cyber-Resources. The distributed system on the left has embed-
ded (dependent) controller Qp, and the centralized system on the right has an independent
controller Qy [2].

control their capabilities.

Ontological Remark 3.6. The above paragraphs imply a revision to the meta-architecture
of a large flexible engineering system. The form primitives of hetero-functional graph theory
now include a set of cyber-resources Q. Consequently, the classification depicted in Figure
3.4 is revised to the one depicted in Figure 3.15. Cyber-resources (i.e. controllers and
decision-making agents) are added as a class. Dependent cyber-resources are linked to their
associated physical resources with decomposition links. However, for modeling simplicity,
this is rarely shown unless there is a need to decompose the resource into its physical and
cyber parts. In such a case Qp = 0,Q = Qy. Instead, physical resources with their own
control or decision-making agency may be viewed as having an association link to itself.
Independent cyber-resources are linked to the physical resources that they control with
association links. Meanwhile, the primitives of the meta-architecture of system function is a
set of processes that now include control and decision algorithms Pg. Consequently, Figure

3.5 is revised to the one shown in Figure 3.16. [ |
In hetero-functional graph theory, the controller agency matrix A defines the control

structure of a system.

Definition 3.18 — Controller Agency Matrix [2, 6,7,20]: A binary matrix Ag of size

o(Rp) x 0(R), whose element Ag(vy,v;) is equal to one when the resource r,, € R has

control jurisdiction over the physical resource r,, € Rp. When Ap(vy,v1) = 1, a phys-

ical resource r,, € Rp is said to control itself (e.g by an embedded controller). When
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package Model[ [ 7] LFES-ResourceArchitecture-Cyber y

Resources R

Physical Cyber-Resources Q
Resources R_P ons

+Hold Operand()
+Transport Operand()

Transportation
Resources H

Buffers B_S

T S
Resources M Buffers B

+Transform Operand()

Fig. 3.15: A SysML Block Diagram: The meta-architecture of the system form of a LFES
with cyber-resources.

activity LFES-Swimlanes-Cyber( Oulput Operand, Input Operand ) [ =] LFES-Swimlanes-Cyber |]

Al i M R=MUBUH Cyber-Resource Q

: Make
Transformation
Control
Decision

: Make
Transportation
Control
Decision

: Transport
Operand

in Input : Transform
Operand Operand

: Carry
Operand

out Output
Operand

J

Fig. 3.16: A SysML Activity Diagram: The meta-architecture of the system function of a
LFES with control and decision-making algorithms.

Ag(vy,v3) =1 and vy # v, then the independent cyber-resource r,, € Q is required (i.e.
as a centralized controller) to control the physical resource r,, . In the absence of inde-
pendent cyber-resources, Q =0, Ag = I o(Rp) In an engineering system with a perfectly
centralized control system (i.e. one with a single centralized controller controlling multiple

Rp) 19(Rp)]. In an engineering system with only physical

physical resources), Ag = [I of
agents, (i.e. one agent for every physical resource), Ag = [I o(Rp) 19(Rp)]. In such a case,
the physical agents are often treated as dependent cyber-resources, and the cyber-physical
resources Rp = A ® R are used in place of the physical resources Rp. In all other cases,

Ag=1[I o(Rp ),ZQ] where ZQ is the independent controller agency matrix. ZQ is a bipartite

graph that shows the jurisdiction of independent cyber-resources Q over physical resources
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Rp. ]

Ontological Remark 3.7. Hetero-functional graph theory introduces the controller agency
matrix in order to introduce ontological lucidity; recognizing that cyber and physical
interactions are fundamentally different [128, 246,247 ]. Flows of power are fundamentally
two way; power can not be transferred from one entity to another without affecting the state
of both entities. Flows of matter are either one way or two way, depending on whether the
matter-flow is modeled to have an associated power flow. Meanwhile, in most engineering
applications information is assumed to be one-way, aphysical, and of negligible power
transfer. When information is passed from one entity to another, only the recipient but
not the sender is affected. In quantum information processing, however, the information
regains its physical characteristics. The recipient and sender are affected by the transfer
of information [248]. The controller agency matrix shows informatic interactions between
the resources R and the physical resources Rp. This is contrasted to the hetero-functional
adjacency matrix which shows physical interactions between physical capabilities (i.e.
structural degrees of freedom).

When the engineering system has independent cyber-resources, the controller agency
matrix is necessary to describe the allocation of system processes to system resources. The

“design equation” in Equation 3.6 is then generalized to become:

P=J5s0(Ag®R) (3.33)

where R = Rp U Q and ® is the aggregation operator.

In this regard, hetero-functional graph theory recognizes that physical and cyber re-
sources are fundamentally different in nature. While the former has one or more associated
capabilities, the latter is only able to affect how these system capabilities perform. The
interactions described in the controller agency matrix are fundamentally different from those

found in the system concept Ag and the hetero-functional adjacency matrix A,. Mathemat-
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ically speaking, Aq specifies a relationship between two resources (rather than between
processes and resources in the case of As, or between capabilities in the case of A,). Con-
ceptually, Ag specifies control jurisdiction whereas Ag represents allocation of function to

form and A, describes the flow of matter and energy between capabilities. These distinctions

make hetero-functional graph theory inherently cyber-physical. [
Original Network with Control Agents: Legend:

Nodes:
n;: Water Treatment Facility
np e n3 Ny Solar PV

Q » n3: House
ny: Work Location

Edges:

€1: Water Pipeline
4 €y: Power Line 1
€3t Power Line 2
€4 Road

Cyber-resources:

qq: Water Utility

ny qy:  Electric Power Utility
q3: End User

np

Fig. 3.17: Cyber-Resources in the Example Network: Independent Cyber Resources have
jurisdiction over physical resources. Cyber-physical interfaces are indicated with grey
dashed edges.

Example 3.6: Building off Example 3.2, the network in Figure 3.1 can be enhanced to
include independent cyber-resources as shown in Figure 3.17. The SysML block diagram in
Figure 3.2 can be enhanced similarly, as shown in Figure 3.18. The electric power utility,
the water utility, and the end users are all considered cyber-resources for their ability to take
control actions or make decisions. Associations are then introduced between cyber-resources
and their associated (physical) resources to visualize the control structure. SysML uses
associations to represent both physical and informatic interfaces whereas hetero-functional
graph theory differentiates between the two. All resources without an independent cyber-
resource are assumed to have a dependent cyber-resource which has not been shown for
modeling simplicity. Qp = 0, Q = Q;. Similarly, the self-associations reflecting a physical
resource’s ability to control itself have not been shown to maintain the graphical aesthetic.

These associations are used to construct the controller agency matrix in Figure 3.19. The
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physical resource’s self-associations appear as an identity matrix block. The associations
between the physical and independent cyber-resources appear as filled elements in the
remaining columns. u

Ml M2 M3 Bl HlI H2 H3 H4 QI Q2 Q3 Legend:

Mi 1 1 MI1: Water Treatment Facility
M2: Solar PV
M2 1 1 M3: House )
B1: Work Location
M3 1 1 H1: Water Plpelme
H2: Power Line 1
Bl 1 1 H3: Power Line 2
H4: Road
H1 1 1 Q1: Water Utility
Q2: Electric Power Utility
H2 1 1 Q3: End User
H3 1 1
H4 1 1

Fig. 3.19: Controller agency matrix for Example 3.6. The block form matrix contains two
blocks: (1) The left side: the identity matrix of size 0 (Rp) x 6(Rp). (2) The right side: the
independent controller agency matrix of size 0(Rp) x 0(Q).

3.4 Controller Adjacency Matrix

The controller adjacency matrix serves to express the interactions between cyber-resources.
Smart city infrastructure systems are controlled by a diverse set of actors, each of whom
have jurisdiction over parts of the smart city (e.g. an operand-layer in a multi-operand
infrastructure system). Operating the smart city requires these actors to interact.

Again, the controller adjacency matrix is introduced in order to maintain ontological
lucidity; recognizing that informatic and physical interactions are fundamentally different.

In essence, hetero-functional graph theory identifies three types of interfaces [2,7]:

1. Type I: physical interactions between physical capabilities as described by the hetero-

functional adjacency matrix.

2. Type II: cyber-physical interfaces between a physical resource and all resources

cyber-resource as described by the controller agency adjacency matrix.
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3. Type II: cyber-interfaces between cyber-resources as described by the controller

adjacency matrix.

The three types of interfaces are visually presented in Figure 3.20 [2,7]. From a reconfigu-

ration perspective, the third type of interaction is often the most complex and requires the

most effort to rearrange.

System
a N
....... Q .......
: — :
\ — J
L ILE
Py | P2
Ry Ry

Fig. 3.20: Three Types of Interfaces between Physical and Cyber Resources. Type I is
between two physical resources. Type II is between a physical and a cyber-resource. Type

III is between two cyber-resources. (Line thickness represents the complexity of interaction
and separation.) [2,7]

package Model[ %] LFES-ResourceArchitecture-Cyber y

Resources R

Physical Cyber-Resources Q
Resources R_P

+Make Transformation Control Decision()
+Make Transportation Control Decision()

— 1

D
Cyber- Cyber-

+Hold Operand()
+Transport Operand()

Transportation

Buffers B_S
Resources H

T 5
Resources M Buffers B

+Transform Operand()

Ql QD

Fig. 3.21: A SysML Block Diagram: The meta-architecture of the system form of a LFES
with cyber-resources and their adjacency.

In SysML, all three types of interfaces are represented in the class diagram as shown in

Figure 3.21. The actors (or cyber-resources) appear as classes. The associations between
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the physical resources represent the Type I interfaces (physical interactions). The Type II
interfaces (cyber-physical interfaces) are represented by the association between the physical
resources and the cyber-resources. The controller adjacency matrix describes the Type 111

interactions (cyber-interfaces) and is represented with a self-association link.

Original Network with Control Agents and Cyber-Interfaces: Legend:

ny: Water Treatment Facility
n3 Ny Solar PV
n3: House

ny: Work Location
Edges:

€1: Water Pipeline
€4 €, Power Line 1
€3t Power Line 2
€4 Road

Cyber-resources:

qq: Water Utility

04 | gy Electric Power Utility
q3: End User

Fig. 3.22: Cyber-Resources in the Example Network: Independent Cyber Resources have
jurisdiction over physical resources. Cyber-interfaces indicated with red dashed edges.
Cyber-physical interfaces indicated with grey dashed edges.

In hetero-functional graph theory, the associations and interactions between cyber-

resources (Type III interactions) are defined by the controller adjacency matrix.

Definition 3.19 — Controller Adjacency Matrix: The controller adjacency matrix Ac is
a binary matrix of size 0(Q) x o(Q), whose element A-(vy,v;) is equal to one when the

cyber-resource g, € Q pass information to cyber-resource ¢,, € Q. |

The number of connections in the controller adjacency matrix provides insight into the
complexity of the network and thus its operational challenges. The cross-layer interactions of
physical resources (such as electric vehicle charging stations) often require cyber-resources
to coordinate their operational activities as their actions may cause positive outcomes in one

layer while causing undesired consequences in another.

Example 3.7: In Example 3.6, both the cyber-resources and the cyber-interfaces were added
to the SysML block diagram, with the cyber-interfaces displayed as associations in blue.

Figure 3.22 now expands the original 4-node example network to include the cyber-interfaces
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as well. From the figures it is clear that all three cyber-resources exchange information.
The electric power utility supplies power to both the water treatment facility and the end
user. Additionally, the end user consumes water delivered by the water utility. The resulting

matrix Ac in Figure 3.23 has size 0(Q) x 0(Q) = 3 x 3, with all 9 elements filled. |

Ql Q2 Q3 Legend:

Q1 1 1 1 Q1: Water Utility

Q2 1 1 1 Q2: Electric Power Utility

Q3 1 1 1 Q3: End User

Fig. 3.23: Controller Adjacency Matrix for Example 3.7 [2,7].

3.5 Service as Operand Behavior

The previous subsections focused on a system’s capabilities as sentences that describe what
an engineering system does. It identified those capabilities (in Section 3.1), connected
them into parallel and serial arrangements (in Section 3.2), and described their control
structure (in Sections 3.3 and 3.4). Each of these capabilities act on a physical operand that,
when delivered across the engineering system boundary, constitutes a service. This section
recognizes that as these capabilities act on the operand, they sometimes change its state.
Therefore, it is useful in these cases to track these state changes as an operand behavior.

In the SysML modeling language, service delivery is achieved by fulfilling the sequence
of processes from input to output in the activity diagram. As soon as the final output is
generated, the system service is considered delivered. As mentioned, the state of operands
changes as a result of the processes in the activity diagram. In order to describe the behavior
of operands in the system, SysML defines a state machine that tracks the state and state
transitions of operands or (sub-)systems. The state transitions in the state machine are

directly related to the processes in the activity diagram [68, 69]. The state machines for
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operands water, electric power, and electric vehicle in the 4-node example network are

presented in Figures 3.24, 3.25, and 3.26.

(state ine 4 - StateMachineWater [ = 4- i y

Within Potable Water
System
/ treat water() / consume water()
Is Potable

Fig. 3.24: State Machine for the service deliver water.

state ine 4- linePower [ |7 4 - ”owery

Within Electric Power
System / consume water()

/ treat water() O.

/ generate electricity Is Electricity

/ charge parked EV(

Fig. 3.25: State Machine for the service deliver electric power.

state ine 4- ineEV [ =] 4- ineE! y

Within Electrified
Transportation System
/ charge parked EV / discharge EV
Is Charged

Fig. 3.26: State Machine for the service deliver EV.

In order to maintain ontological lucidity, hetero-functional graph theory recognizes that
the structure of the operand is distinct from the structure of the engineering system that
acts upon it. Furthermore, the state of the engineering system is also distinct from the state
of the system’s operands. As the operand transitions to its final state, it is considered to
have delivered a service. Naturally, the state of the engineering system and its operands are

coupled as discussed later in Section 3.6.

3.5.1 Service Delivery as Service Net

An engineering system delivers one or more services; each with its associated operand. The
set of services is L = {ly,..., 1,1}, where each service /; has its associated set of service

activities ey, € 511- [2,6,8].
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Definition 3.20 — Service Activity [10,11,14,35,44]: 713 A specific transformation pro-

cess that may be applied as a part of a larger service. [

Table 3.4 shows examples of service activities for a broad range of engineering systems.

Table. 3.4: Examples of System Services in LFESs [10, 11, 14]

{Enter passenger at the origin station,
Exit the passenger at the destination}
{Generate electricity at the origin,
Consume the electricity at the destination}
Water Distribution: {Treat water, Consume water}

{Enter the part to an input buffer, Mill the part,
Production: Drill a hole in the part, Polish the part,
Exit the part from an output buffer}

Transportation:

Power Grid:

Relatively simple services may be described as a sequence of service activities [8]:

2], = €xy1,€xyl; - -+ exo(gli)li (334)

This definition, however, is insufficient for complex services such as those found in
healthcare [39,41,44,45] and manufacturing systems [2, 6, 34, 35] where multiple pathways
and parallelism is often necessary. Service nets allow service activities to be connected into

arbitrary parallel and serial arrangements.

Definition 3.21 — Service Petri Net [10,11,14,35,44]: !° Given service [;, a service net is

"In earlier works where hetero-functional graph theory was applied to production systems [2, 6], services
represented manufactured products. The transformation processes necessary to evolve the production of a
product, were called product events. As the theory found new application domains, however, the more generic
term of service was adopted to replace the term products. Furthermore, the term service activity was adopted
to align with the SysML language. While the delivery of services and products do have their differences,
hetero-functional graph theory assumes that the delivery of a product constitutes a service and hence treats the
two concepts equally.

8The term “service" within hetero-functional graph theory may be counter-intuitive to some audiences.
For example, some might say that services are associated with the execution of the engineering system’s
capabilities. Such a view, however, is not consistent with the production system literature. Products and
services are delivered only after a value-adding process has happened. It is not sufficient, for example, to
simply hold or move an operand within an engineering system. Consequently, it is necessary to track the
intermediate states of a product as it gains value prior to delivery across the system boundary.

19In earlier works where hetero-functional graph theory was applied to production systems [2, 6], service
nets were called product nets. In more recent work on healthcare delivery systems, service nets are called
health nets and represent the health of an individual (patient).
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described as a tuple:

N ={S;, &, M, Wi, Q) (3.35)

where

N, is the service net.

S, 1s the set of places describing a set of service states.

&}, is the set of transitions describing service activities.

* M, C (5, x&;,)U (& x§p,) is the set of arcs describing the relations of (service
states to service activities) and (service activities to service states). The associated
incidence matrix is M, = MZ -M I where the positive incidence matrix has element
M[: (sc1,€) € {0,1} and the negative incidence matrix has element Ml: (sc1,€) €1{0,1)

for all (s¢;,e) € S, x &)

e Wi, : M) — [0...1] is the set of weights on the arcs describing the service transition

probabilities for the arcs.

* ;. is the Petri net marking representing the set of service states.
1

The service Petri net structure implies the following discrete-event dynamics:
Definition 3.22 — Timed Petri Net (Discrete-Event Dynamics [249]): Given a binary
input firing vector Ullf[k] and a binary output firing vector Ullf[k] both of size o (&) x 1,
and the positive and negative components M ;: and M I of the Petri net incidence matrix of

size 0(S;,) X 0(&1,), the evolution of the marking vector Q. is given by the state transition

function ®r(Q; [k], Ul]f[k], Ullf[k]):

Qylk +1] = r(Qy[k], Uy [k], Uy [k]) (3.36)
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where Q;, = [Qs,; Qpy,] and

Qs [k + 1] =Qgy, [k] + M; U [k] - M U k] (3.37)
Qg [k + 1] =Qg,[k] - Uy [k] + U} [k] (3.38)
n

Example 3.8: Example 3.2 introduced a simple infrastructure system in a SysML block
diagram and a SysML activity diagram with swim lanes. The system delivers three services:
deliver potable water, deliver electric power, and deliver EV. These services were introduced
in Figures 3.24, 3.25, and 3.26 as SysML state machine diagrams. Hetero-functional graph
theory uses service nets (as defined in Definition 3.21) to describe the service delivery
behavior. In order to define the service net, each state of the operands is assigned a place.
A transition is assigned to the service activities that evolve the state of the operand. The
arcs between the places and transitions are based on the inputs and outputs of each of the
transitions. Furthermore, an additional “maintain operand state" transition is connected with

two one-way arcs for each of the places in the service net*".

Service Net - Deliver Service Net - Deliver Service Net - Deliver
Potable Water Electric Power EV

(503 2

(9412 I ! ( :) ’ I
gll3 “ £313

éa5 2 éa213

éal/[ “ év3/1

éa2[1

Fig. 3.27: Service Nets: three service nets in the 4-node example network. Operands from
left to right: (a) Water, (b) Power, and (c) Electric Vehicle.

The service deliver water can, therefore, be described using the service net in Figure

3.27.a. The service net has one place: {Is Potable}, and three transitions: {treat water(),

20The addition of a single “maintain operand state" transition for each place is absolutely necessary once
holding processes of a transformative nature are added to the model.
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maintain potable water(), consume water() }. The first inputs the operand into the system,
the second maintains its existence until the third outputs the operand from the system.
The non-potable water states are not of concern in the 4-node example network and are
considered outside the system boundary.

The service deliver electricity is described as a service net in Figure 3.27.b. The service
net has one place: {Is Electricity}, and five transitions: {generate electricity(), maintain
electric power(), treat water(), consume water(), charge parked EV()}. These five transitions
highlight the interdependent nature of a city’s infrastructure systems, as the delivery of
electric power is critical to delivering other services in the city.

The service deliver electric vehicle is described as a service net in Figure 3.27.c. The
service net has one place: {Is Charged}, and three transitions: {charge parked EV(), maintain
state-of-charge EV(), discharge EV()}. Note that this is a discretization of the continuous

state of charge of an electric vehicle?!. [

3.5.2 Service Delivery as Service Graph

The service net introduced above can now be translated to a service graph that defines the
adjacency of service activities. The translation of a Petri net into a graph is usually achieved
by translating the places into nodes, and the transitions into edges. The dual-adjacency
matrix of the translated graph calculates the adjacency of the directed edges, and thus the
service activities [2,6]. The service graph is, therefore, the dual-adjacency matrix of the
service net. It is calculated as:

A= MM (3.39)

Where M is the positive incidence matrix of the service net with size o/(S;.) x o(&;.), and
i 1 1

M is the negative incidence matrix of the service net with size o(S;,) X o(&},). The resulting

matrix A, has size 0(&,) x o (&},), and shows the adjacency of service activities in the service

net. This adjacency matrix is then represented as a graph. The transitions are its nodes, and

2lFor a more in depth look into continuous Petri nets, the reader is referred to [250].
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the directed arcs represent their adjacency [2, 6].

Example 3.9: In order to convert the service nets into service graphs, the incidence matrices

of each of the service nets serve as an input to Equation 3.39. The dual-adjacency matrices

are:
1 01 1
— T - — —

All_M\;/ater water — |1 [0 1 1]_ 011

0 0 00
1 01111
1 01111
A1, = MpowerMpower = |0 [o 111 1]= 00000
0 00000
0 00000

1 01 1

Ay, = MEyMgy = [1 [0 1 1]= 01 1

0 0 00

These adjacency matrices are visualized in Figure 3.28.
Service Graph - Service Graph - Deliver Service Graph -
Deliver Potable Water Electric Power Deliver EV
%
o
é0111 (%11 é0112 éa412 é0113 (%13
£211 £212 éa512 éu213

(3.40)

(3.41)

(3.42)

Fig. 3.28: Service Graphs: three service graphs in the 4-node example network. Operands
from left to right: (a) Water, (b) Power, and (c) Electric Vehicle.
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3.6 Service Feasibility Matrix

The service feasibility matrix couples the structure of the engineering system to the structure
of its services. As the state of the engineering system’s operands evolve, the state of the
engineering system itself must also evolve. Therefore, these two structures are inherently
coupled.

In the SysML modeling language, state machines are inherently coupled to activity
diagrams. The triggers between states in the state machine correspond to the actions in the
activity diagram. The state machines in Figures 3.24, 3.25, and 3.26 can be traced back to the
activity diagram in Figure 3.29 (repetition of Figure 3.3). Furthermore, Figure 3.29 shows
that the operand states reflected in the state machine diagram are also reflected in the activity
diagram as operand or output statements. Additionally, the service model is also integrated
in the SysML block diagram as presented in Figure 3.30. The physical resources perform
services and are coupled to services in the block diagram by association. Furthermore,
services potentially interface with themselves which is represented by self-association [22].

In hetero-functional graph theory, the coupling of the engineering system structure with
the operand’s behavior as a service is defined by service feasibility matrices [2, 6, 8, 14].
In addition to the coupling of the operand states to the system state, the service feasibility
matrix also allows for the calculation of measures of customization and redundancy [2, 15].
This section, first, introduces three feasibility matrices that establish the coupling in Section
3.6.1. It, then, introduces the service selector matrices that allow for the development of

service-oriented measures of customization and redundancy in Section 3.6.2.

3.6.1 Service Feasibility Matrix Definitions

By their nature, transformation capabilities, when executed, have the ability to change the
operand’s state, either in place, or by injecting them across the system boundary. The service

transformation feasibility matrix links service transitions to the transformation capabilities
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package Model[ [ %) LFE: i i ',u

Resources R

,—_|Service L Physical Cyber-Resources Q

Resources R_P
+Delivery Service() +Make Transformation Control Decision()
+Hold Operand() +Make Transportation Control Decision()

+Transport Operand()
|
Transportation Buffers B_S Independent Dependent
R H Cyber- Cyber-

Resources Resources
% al ap
Transformation Independent
Resources M Buffers B

+Transform Operand()

Fig. 3.30: A SysML Block Diagram: The meta-architecture of the system form of a LFES
with cyber-resources and the service model.

that can execute them.

Definition 3.23 — Service Transformation Feasibility Matrix [2, 8,10, 14]: For a given
service /;, a binary matrix of size 0(&};) x o(P,) whose value A ;(x, j) = 1 if ey, realizes

transformation process p,,;. |

While transportation processes normally do not change the state of their operands, the
holding processes of a transformative nature, as introduced in Section 3.1, have the potential
to do so. Consequently, the service transportation feasibility matrix couples these holding

processes to the service transitions.

Definition 3.24 — Service Transportation Feasibility Matrix [2, 8, 10, 14]: >>> For a
given service /;, a binary matrix of size 0(&,) x 0(P,) whose value A,,;(x,g) = 1 if ey,
realizes holding process p,,,. |

Note that the service transportation feasibility matrix couples the service transitions to the

holding processes, rather than the refined transportation processes.

22Qriginally, A,; was defined as a binary matrix of size 1 x G(Py). However, it has since been expanded to
address the potentially transformative nature of holding processes.

23The introduction of the “maintain operand state()" transition in the service net mentioned on Page 99 now
require a link to a single holding process of a non-transformative nature so as to indicate that a holding process
is associated with the operand that it holds.
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In order for each service activity to be realized by the physical engineering system, there

must exist exactly one associated transformation or holding process [2, 6].

o(P,) a(P,)
Y A+ ) Ayilxg)=1 (3.43)
i g

Having zero would mean that the service activity would not occur. Having two would
mean that the set of transformation and holding processes are not mutually exclusive and an
absence of ontological laconicity.

Together, the service transformation and transportation feasibility matrices can be inte-
grated to provide a system-wide sense of the coupling between system processes and service

transitions.

Definition 3.25 — Service Feasibility Matrix: For a given service [;, a binary matrix of size
o (&) x o(P) whose value A;(x,w) = 1 if ey, realizes process p,,.

A=A | Aye1eT] (3.44)

ui

Example 3.10: This example couples the service behavior from Example 3.8 to the structural
model from Example 3.2. To that end, it uses the service feasibility matrices. First, the
service transformation feasibility matrix couples the system transformation processes P, to
the service activities &, Recall that the set of transformation processes consists of: {treat
water, generate electricity, consume water}.

Deliver Potable Water: The set of service activities for the operand water £, contains: {treat

water, maintain potable water, consume water}. The service transformation feasibility matrix

for the operand water A, therefore, has a size of 0(&}) x 0(P,) = 3 x 3, with two filled

plie
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elements:
1 00

Ay, =10 0 0 (3.45)

0 01

Deliver Electric Power: The set of service activities for the operand electricity &, contains:

{ generate electricity, maintain electric power, treat water, consume water, charge parked

EV}. The service transformation feasibility matrix for the operand water A uly> therefore,
has a size of 0(&},) x 0(P,) = 5 x 3, with three filled elements:
FO 1 0-
0 0O
Ay, =1 0 0 (3.46)
0 01
0 0 0

Deliver Electric Vehicle: The set of service activities for the operand EV &), contains:

{charge parked EV, maintain state-of-charge EV, discharge EV}. The service transformation

feasibility matrix for the operand EV A ., therefore, has size o(£),) x 0(P,) = 3 x 3, with

LY

zero filled elements. None of the activities are realized by transformation processes.

000
Ay, =10 0 0 (3.47)

0 0O

Second, the service transportation feasibility matrix couples the system holding pro-
cesses P, to the service activities &, Recall that the set of holding processes consists of:
{carry potable water, carry electricity, charge electric vehicle, discharge electric vehicle,
carry electric vehicle}.

Deliver Potable Water: The service transportation feasibility matrix for the operand water
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Ay, has size 0(&;) x o (P.

) = 3 x 5. The matrix contains one filled element that maps the

holding process carry water to the service activity maintain potable water:

00000
Ayy=11 0 0 0 0 (3.48)

00000

Deliver Electricity: The service transportation feasibility matrix for the operand electricity

A, 1, has size o(&,) x o(P

») = 5x5. The matrix contains two filled elements. The first

couples the holding process charge parked EV to its service activity. The second couples

the service activity maintain electric power to the holding process carry electricity:

o, = (3.49)

o O

' o o
o o o
o o o
o o o

Deliver Electric Vehicle: The service transportation feasibility matrix for the operand EV

Ay, has size o (&) x o (P,

) = 3x5. The matrix contains three filled elements. The first two

elements couple the holding processes charge parked EV and discharge EV to the service
activities. The third element couples park EV to the service activity maintain state-of-charge

EV:
001 0O

Ay,=10 0 0 0 1 (3.50)
00010
Finally, the service feasibility matrices are calculated based on the two previous matrices,

using Equation 3.44:

» The service feasibility matrix for the service deliver potable water is calculated as
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follows:

A=Ay | Ay o1t (3.51)

ul

where A has size 0(&;,) x 0(P) = 3 x 83, with 13 filled elements.

* The service feasibility matrix for the service deliver electricity is calculated as follows:

A=Ay | A1)t (3.52)

u2
where A, has size 0(&},) x 0(P) = 5 x 83, with 35 filled elements.

* The service feasibility matrix for the service deliver electric vehicle is calculated as

follows:

As=|Az | Ayze17T (3.53)

u3

where A3 has size 0(&),) x 0(P) = 3 x 83, with 43 filled elements.

3.6.2 Service Degrees of Freedom

The service feasibility matrices described above are now used to calculate how many system
capabilities apply to a service activity, to a service as a whole, or the full line (or set)
of services. When enumerated these are called service degrees of freedom. Table 3.5
provides service selector matrices that are essential to the calculation of the service degrees

of freedom.

Definition 3.26 — Service Transformation Degrees of Freedom [6,8,14]: The set of inde-
pendent service events £, that completely define the available combinations of transfor-
mation process and resource that are required by the delivery of the service. [
Definition 3.27 — Service Transportation Degrees of Freedom [6,8,14]: The set of inde-

pendent service events £y that completely define the available combinations of transporta-
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Table. 3.5: Types of Service Selector Matrices [6, 8, 14]

Symbol Formula Scope
T
g Apiyi [egA”i] 1oMT Service Activity
= )
% A []la(g’i)T @Aﬂi] 1oM)T Service
[
g
E o(L)
Aypr \/ A Service Line
i
T
Ay He;Ayi]@)]la(P'i)T} 1o(RT Service
=)
2 T
g Ayi []la(gli)T OA,, ®]lO(P'I)T] 1o(RIT Service
73
5 o(L)
= Agr \/ Ay; Service Line
i
TA 1 qo(RT . s
Agyi [ex Ai] 1 Service Activity
AL
AgMyi Mxi (|) ! ] Service Activity
[
2
I 0 | 0 . ..
o A Service Activit
*g SHxi AHxi ] y
g
& A | 1 T
ZS Ag; Mi ] = []lo(glf)T @Ai] 1°RIT  Service
Ap;
=
3
<
= _ o | o .
:g Ay An Service
S
g (L)
=~ - o
Ave | 1 I
A = Ag; Service Line
SL - AL v Si
tion process and resource that can be utilized by the delivery of the service. [

Definition 3.28 — Service Degrees of Freedom [6,8,14]: The set of independent service
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events £ ¢ that completely define the available combinations of transformation or transporta-

tion process and resource that can be utilized by the delivery of the service. [

In order to complete the calculation, a number of service selector matrices are introduced as
an intermediate step. They are all of equal size to the corresponding knowledge base. Table
3.5 summarizes their calculation. For example, Equations 3.54 through 3.56 calculate the
number of transformation and transportation capabilities utilized by the full set of services

delivered by the engineering system [6, 8, 14].

DOFpp ={Amr - In, Kn)r (3.54)
DOFy =(AyL-Ja, Kg)r (3.55)
DOFps =(Asy-Js,Ks)r (3.56)

These values are important to understand how capable the engineering system is relative to
the services it needs to deliver [2, 15]. Excessively redundant capabilities can be potentially

decommissioned to reduce costs without any degradation in the quality of service.

Example 3.11: This example demonstrates the calculation of all three service degree of
freedom measures for the 4-node example network (Example 3.2). It builds off the service
feasibility matrices calculated in Example 3.10.

First, the service transformation degrees of freedom DOFj ), are calculated using Equa-
tion 3.54. The transformation knowledge base J,; was calculated in Example 3.4, and A,
can be calculated using the service selector matrices in Table 3.5.

o(L)
A=\ Aui (3.57)
i

where:
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T
Aui =[17ET o A, ] 10T (3.58)

. [ 1 0 o" 111
AMlz[]lf’(gh)T@A,,l] 1000T [1 1 1]@ 000 [1 1 1]: 000
_ 00 1 111
(3.59)
01 o]]"
. 00 0 111
Az =[175T 0 AL 19T =1 1 1 1 1]e|1 0 off [1 1 1]=f1 1 1
00 1 111
00 0
(3.60)
. [ o0 o) 000
A =170 A 5] 19T = |[1 1 1]ejo 0 of| [t 1 1]=|0 0 0
_ 00 0 00 0
(3.61)
Therefore:
111
Apmr=|[1 1 1 (3.62)
111

Now, the service transformation degrees of freedom are calculated based on Jg, Ay, and

the transformation constraints matrix Ky, (all-zeroes, 3 x 3):

11 1|1 0oo0||1 11
DOF v ={Amr - I Kade=¢1 1 1]-lo 1 ol |1 1 1PDr=3 (3.63)

1 1 170 0 1|1 1 1

In conclusion, the number of service transformation degrees of freedom is three.
The number of service transportation degrees of freedom is calculated with Equation
3.55. Matrix Ay has size 80 x 8 with all filled elements. Consequently, the number of

service transportation degrees of freedom is eight.
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Given the calculations for the service transformation and transportation degrees of

freedom, the service degrees of freedom follow straightforwardly:

DOFs =(Agy-Js,Ks)F (3.64)
where
A | 1
Agp = | (3.65)
AntL
The total number of service degrees of freedom is, therefore, 11. [ |

3.7 The System Adjacency Matrix: An Integrated View of
Hetero-functional Graph Theory

The previous sections introduced the fundamental mathematical models in hetero-functional
graph theory. This section integrates these models into a single hetero-functional graph
represented as a System Adjacency Matrix A. The System Adjacency Matrix provides a
holistic representation of the cyber-physical engineering system. As shown in Equation 3.66,
the matrix is organized in a matrix block form derived from the six mathematical models

discussed previously.

Ap A, 0
A=|A, A, A (3.66)
0 Ac, Ac

Alternatively, a projected system adjacency matrix can be calculated so as to significantly

eliminate sparsity.

Ap A, 0
A=R, A, A, (3.67)
0 Ac, Ac
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This section discusses the unprojected and projected forms of each of these block matrix
forms in detail.

In essence, a hetero-functional graph represents an interconnected model of an engi-
neering system including its capabilities, its service model, and its control model. Equation
3.66 shows that the central matrix block of the system adjacency matrix A is the hetero-
functional adjacency matrix A, (discussed in Section 3.2 on Page 79). It represents the
logical connections between the system’s capabilities. Equation 3.66 also shows that the
bottom right matrix block of A is controller adjacency matrix, A, (discussed in Section
3.4 on Page 92). It represents the informatic connections between the controller agents
in the engineering system. The upper left matrix block A represents the collection of
service models in the engineering system (discussed in Section 3.5 on Page 95). It includes
the connections between the service activities in each of the service models (Petri nets).
Consequently, the block matrices A, and A, represent the logical coupling of service
activities to the engineering system’s capabilities (i.e. structural degrees of freedom). They
are derived from the service feasibility matrices (discussed in Section 3.6 on Page 102).
Similarly, the block matrices A,c and A, represent the logical coupling of controller
agents to the engineering system’s capabilities. They are derived from the controller agency
matrix (discussed in Section 3.3 on Page 86). Each of these block matrices are now discussed
in the order presented above.

Block A,: The hetero-functional adjacency matrix A, is the core of the System Adja-
cency Matrix A. A, constitutes the first two models of hetero-functional graph theory, as
System Concept Ag is necessary for its calculation. It represents the structure of the physical
engineering system in terms of structural degrees of freedom as nodes and system-sequence
degrees of freedom as edges. It has a size of o(Rp)o(P) x 0(Rp)a(P). The projected
hetero-functional adjacency matrix Avp is a projection of A, as calculated in Equation 3.31.
Its size is 0(Eg) x 0 (Ey).

Block Ac: The controller adjacency matrix Ac is the bottom right block of A. It
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constitutes the third model of hetero-functional graph theory. It represents the interfaces
between the cyber-resources. It has a size of o(Q) x d(Q).

Block A;: A; is the upper left matrix block of A. As it represents the collection of
service models in the engineering system, it constitutes the fourth model of hetero-functional
graph theory. It takes service activities as nodes and shows the logical coupling between
them. The block diagonal features terms of the form M;;-TMI_Z-, as demonstrated in Equation
3.68. Recall that the postive and negative components of the service Petri net incidence
matrix for a given service M. and M. create a bipartite graph between service activities
and places. The product /\/lzrsz\/ll_Z creates an adjacency matrix between the service activities.
The block diagonal form shows that activities in one service are only coupled within the

same service. Distinct services are entirely uncoupled.

MMy, 0 0
0 MM
A = (3.68)
0
T —
0 DY O M;(L)MG(L)_

where A has size } ;0 (&) x)_;0(&p).

Block A, and A ¢,: These two block matrices couple the structural degrees of freedom
in A, and the independent cyber-resources Q. In this regard, the controller agency matrix
as the third model of hetero-functional graph theory proves useful. Rather than using Ag
which couples the set of resources R to the set of physical resources Rp, it is more useful to

use the sub-matrix ZQ which only shows the jurisdiction of independent cyber-resources Q
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over the physical resources Rp. The calculation of A ¢ then follows straightforwardly:
Apc=Age1°") (3.69)

where the term 1°(P) is introduced to create a coupling to all the processes that pertain to
the physical resources Rp. The couplings captured in A, represent the sensed information
coming from the structural degrees of freedom to the cyber-resources, while the couplings
captured in A.c,, represent the actuation signals sent in the opposite direction. Consequently,
the size of A ¢ is 0(Rp)o(P) x 0(Q) and the size of A, is its transpose. Their projected

form is calculated as follows:

Apc - IPSApC (370)

Acy,=Ac,P§ (3.71)

Blocks A, and A, : These two block matrices couple the transitions in the service
Petri nets &, to the structural degrees of freedom in A,. In this regard, the service feasibility
matrices as the sixth model of hetero-functional graph theory proves useful. The service

feasibility matrix A, is calculated as:

Ay,
Ap,=AT, = A'lz (3.72)
Ao
where
A, =19RIT @A, (3.73)

which has a size of 0(&};,) x 0(Rp)o (P). The size of matrix Ay, is consequently }_; o(&;) X
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0(Rp)o(P). Their projected form is calculated as follows:

AL =PsA,y (3.74)

App=Ap,P{ (3.75)

Example 3.12: This example integrates all examples in the chapter related to the 4-node
example network to create the system adjacency matrix. Given the size of the matrices, even
for a small 4-node network, the example constructs the projected system adjacency matrix.
As a conclusion, the projected system adjacency matrix is visualized in Figure 3.31.

The projected system adjacency matrix consists of seven matrix blocks.

* The first block, the projected hetero-functional adjacency matrix Xp is directly drawn

from Example 3.5:

[0 0 0O OOO1 0O0O0 0]
0000O0O0OO0OI1IT1TO0O®O
000O0O0OOOOO®OO
000110O0O0O0T1FPO0

N 000110O0O0O0T1TPO0
Ap=100000100001 (3.76)
00100O0OO0OO0OO0OOO
1 0000O0O0O0OO0OOO@O
00110O0O0OO0O0GO0OTGO
0 000O0OT1TO0OO0OO0OTU 01
| 0001 1 0O0O0O0T1 0]

* The second block, the controller adjacency matrix A is directly drawn from Example

3.7:
111
Ac=11 1 1 (3.77)
111

* The third block, matrix A is constructed using the three service adjacency matrices

from Example 3.9:
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01 1
[011} 0 0
000
01111
A, 00 01111
Ap=|0 A, o0|=| o0 00000 0 (3.78)
0 0 A 00000
00000
01 1
0 0 [011]
000

* The fourth and fifth blocks are matrices Kpc and ch. These are calculated using the

controller agency matrix (ZQ) from Example 3.6:

Koc=Ps[Age17H)] = (3.79)

SO R P O OO OO O

S O OO, O OO oo
——m, OO0 O0OR KRR F~ROO

e The sixth and seventh blocks are matrices A Lp and /~\pL- These are calculated as

follows:
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(3.80)

1 0 000 00 O0O0O0 O]

000O0O0OO0OT1TTO0OOOO

001 0O0O0OO0OO0OOOO
01 000O0O0OO0OOO0OO
0000O0OO0OT1IT1TO0FPO

10000000000
00100000000
0001000000 0O
0001000000 0O
00001100000
(0000000001 1|

Pl =

]IG(R)T ®A11
]IG(R)T ®Alz

T _
L=

ALp = KP

1oR)T ®Al3

After the derivation of each of the seven block matrices in the system adjacency matrix, the

full system adjacency matrix is calculated using Equation 3.67:

(3.81)

0

- = =

Where the final size of the system adjacency matrix is:

(3.82)

25x%x 25




Finally, the system adjacency matrix is visualized in Figure 3.31. In this figure, a distinction
is made between three separate parts of the system adjacency matrix to maintain readability.
The original 4-node example network is presented in Figure 3.31.(a). The core of the system
adjacency matrix is the hetero-functional adjacency matrix, presented in Figure 3.31.(b).
Figure 3.31.(c) presents the visualization of matrices Kpc, ch, and A, mapped to the
system capabilities. Finally, Figure 3.31.(d) visualizes the service delivery matrices A Lo>

Kp 1, and A, mapped to the system capabilities. The system capabilities are shared across

all three figures and are the interface when the models are superimposed. |
(a) Original Network Topography: (b) Hetero-functional Adjacency Matrix: v
n ¢ ny i vy
(@] > X vs
vy
vg
¢ X x‘lq vio X X Y1
v2
ny Ve
(c) Controller Adjacency Matrix with Controller Agency Matrix: (d) Service Graphs with Service Feasibility Matrix:
a Q it
’ \
vy 7 7 o N vy
¥ vy s v, 7/ vy 1 3w
2 X v
y “us
o
vy / So V1o 8 il
X / X~ X X X Xy X X
qz// ——"‘_‘7_,. Vil vio &3
- q
.’ : 13

vy v2

v
° G2y, e

Legend:

¢
Nodes Degrees of Freedom: €12 32

ny: Water Treatment Facility

Service Activities:

4y Electric Utility

&3 treat water

4q3: End User

Fig. 3.31: System Adjacency Matrix: A comparison of the original 4-node example network
in (a) with the hetero-functional adjacency matrix in (b), the controller model coupled to the
capabilities in (c), and the service model coupled to the capabilities in (d). Graphs (b), (¢),
and (d) are three distinct representations of subsets of the system adjacency matrix.

The System Adjacency Matrix provides a holistic representation of the structure of

a cyber-physical engineering system. It, explicitly, addresses both system function and
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system form. At its heart, the hetero-functional adjacency matrix A, represents the edges
between structural degrees of freedom (i.e. capabilities) as nodes. Similarly, the nodes of the
controller adjacency matrix A are the controllers Q; each of which is only able to execute
a single control or decision algorithm. Finally, the nodes of the A matrix represents the
service Petri transitions of each service. In all of these cases, system function and system
form are inextricably tied. In this regard, hetero-functional graph theory offers greater

ontological lucidity than a graph theory based exclusively on form or function.

3.8 Conclusion

In conclusion, relative to other quantitative structural models, hetero-functional graph the-
ory differentiates itself in that it centers itself on the allocated architecture as it addresses
system function and system form simultaneously. This implicitly requires mutually exclu-
sive and collectively exhaustive sets of system processes and resources. It also quantifies
a system’s capabilities in terms of structural degrees of freedom. The hetero-functional
adjacency matrix then couples these capabilities into a network that respects both functional
interactions and physical interfaces. Because there is an explicit differentiation of system
processes, hetero-functional graph theory provides a basis upon which networks with
unlike function can be combined into a single mathematical model of system structure.
Hetero-functional graph theory is also explicitly cyber-physical in that it differentiates be-
tween systems of equivalent physical capability but different control structure. The controller
adjacency matrix admits a spectrum of control architectures from entirely centralized to
entirely distributed. Finally, hetero-functional graph theory recognizes that the execution of
the engineering system’s capabilities can change the state of the associated operands. The
service Petri net describes this state evolution and the service feasibility matrices couples
it back to the capabilities of the engineering system. These six matrices describe entirely

different phenomena in an engineering system. Their systematic integration results in the
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system adjacency matrix as a block diagonal form that addresses the full structure of a
cyber-physical engineering system. At the beginning of this chapter, Table 3.1 provided
an overview of its discussion. Table 3.6 now provides an overview of the elements and the
mathematical notation of hetero-functional graph theory.

Given the articulation of these seven graph theoretical models in hetero-functional graph
theory, the discussion can return to the motivational example in Chapter 2.2.2. Each of
these seven matrices has been calculated and worked in Section 4.11. Whereas “multi-layer
networks" all exhibited a constraint that prevented a complete mathematical description
of this motivational example, hetero-functional graph theory straightforwardly provides a
mathematical model. Furthermore, this result shows that hetero-functional graph theory does
not suffer from any of the previously identified modeling constraints. Rather than continue
discussion on this relatively small example, the next chapter, (Chapter 4), demonstrates
hetero-functional graph theory on a hypothetical smart city infrastructure system with

features that more closely resemble the complexity of real-life city infrastructure.

Chapter Summary:

This chapter presented hetero-functional graph theory as the first internally consistent
quantitative structural modeling approach to describing engineering systems. It leverages
seven mathematical models: 1. the System Concept, 2. the Hetero-functional Adjacency
Matrix, 3. The Controller Agency Matrix, 4. the Controller Adjacency Matrix, 5. the Service
as Operand Behavior, 6. the Service Feasibility Matrix, and 7. the System Adjacency
Matrix. This chapter has demonstrated the use of hetero-functional graph theory for a small
example for illustration purposes. The next chapter, Chapter 4, demonstrates the use of

hetero-functional graph theory for two much larger and more complex test cases. [
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Table. 3.6: Summary of Hetero-functional Graph Theory

Conceptual El

Math ical El

Mathematical Notation

System Form: Physical Resources

Rp=BgUH,Bg=MUH

System Function: Processes

P=PF, U(Py XPy)

(A) System Concept ¢
System Knowledge Base Js = [ 1(1\_/1 " = ] where J 7 = []7 ®]10(P,1)] . []la(P-y) ®]H]
H
K 0
System Constraints Matrix Kg = [ A/I Kl— 2 ]
H

System Degrees of Freedom

System Sequence Knowledge Base Jo= AXAXT = []5 <KS]V []5 -KS]VT

System Sequence Constraints Matrix Kp. Please refer to Table 3.3.

(B) Hetero-functional

Adjacency Matrix
Hetero-functional Adjacency Matrix Ap = ]p [S] Kp, or when projecting: Ap = ]PSAF,]PE
o(R)o(P)o(R)o(P) a(Eg)a(Eg)
System Sequence Degrees of Freedom DOFp = Z Z [Ap]()(l,)(z) = Z Z [Ap]w’l ,2)
X1 X2 Y12
Physical Resources Rp=BgUH,Bg =MUH
© Cuntrolle.r Agency (Cyber-) Resources R =Rp UQ, where cyber-resources: Q = Qr UQp
Matrix
Controller Agency Matrix AQ
(D) Controller Adjacency . .
Matrix Controller Adjacency Matrix Ac
Services L:[ll,,..,lg(L)}
(E) Service as . .
Operand Behavior Service Activities exl; € S,i

Service String and Service Petri net z]i =ex; I elei .“ex(r(g )’i ,and N]i = {S,i ,Sli 'Mli , Wli 'Qli }
i

Service Transformation
Feasibility Matrix

Service Transportation

(F) Service Feasibility Feasibility Matrix

Matrix

Service Line Feasibility Matrix

Service Degrees of Freedom DOFppr =(AML - IM KM F
DOFr g =(AgL T, Kp)F
DOFLs =(Asp-Js.Ks)F
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Chapter 4

Modeling Interdependent Smart City
Infrastructures with Hetero-functional

Graph Theory

Chapter Abstract:

This chapter serves to demonstrate the development of a hetero-functional graph theory
structural model of an engineering system. The chapter also demonstrates that hetero-
functional graph theory does not impose the ontological and modeling limitations introduced
by the multilayer networks literature. The chapter provides two examples, the first is an
interdependent smart city infrastructure test case entitled “Trimetrica”. The second models
the example network from Section 2.2.2.

The structural model of the “Trimetrica” test case is presented in Sections 4.1 through
4.10. This work is directly adopted from Chapter 5, called “Modeling Interdependent Smart
City Infrastructure Systems with HFGT", in the book “A Hetero-functional Graph Theory
for Modeling Interdependent Smart City Infrastructure” [S]. One feature of “Trimetrica" is
its significant heterogeneity of function. It integrates a water distribution system, a power

grid, and an (electrified) transportation network. The modeling approach is incremental:
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each of the models in hetero-functional graph theory are discussed and connected to the
other models to construct the system adjacency matrix piece-by-piece. Sections 4.3 through
4.8 develop the six mathematical models of hetero-functional graph theory leading up to the
definition of the system adjacency matrix in Section 4.9. Additionally, Section 4.10 shows
that hetero-functional graph theory overcomes the ontological and modeling constraints
found in the multilayer networks literature.

The second demonstration is presented in Section 4.11 and is directly adopted from
Appendix A, called “Representing a Four Layer Network in Hetero-functional Graph
Theory", in the book “A Hetero-functional Graph Theory for Modeling Interdependent
Smart City Infrastructure” [5]. This demonstration further reinforces that hetero-functional
graph theory overcomes the ontological and modeling constraints found in the multilayer
network literature. This demonstration explicitly shows that hetero-functional graph theory

can describe engineering systems that cannot be described with multilayer networks.

This dissertation develops a Hetero-functional Graph Theory for structural modeling of
engineering systems. The previous chapter provided an exposition of hetero-functional graph
theory in terms of its constituent mathematical models. This chapter now applies the theory
to an interdependent smart city infrastructure test case called “Trimetrica”, which serves as
an instance of an engineering system. First, the role of test cases in smart city development
is discussed in Section 4.1. Thereafter, the Trimetrica test case is introduced in Section 4.2.
Then Sections 4.3 through 4.9 subsequently discuss the seven elements of hetero-functional
graph theory. Section 4.10 provides a discussion of the results, referring back to the premise
of Section 2.2.2 and it specifically establishes that hetero-functional graph theory does not
impose the same ontological and modeling constraints as the multilayer networks literature.
Finally, Section 4.11 explicitly develops a hetero-functional graph theory model of the

example network presented in Section 2.2.2, which could not be modeled by the multilayer
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networks approaches.

4.1 The Role of Test Cases in Smart City Development

Test cases have served an invaluable role in the development of infrastructure systems.
While data collected from real-life cities is invaluable for drawing conclusions about certain
smart city instances, it is often unclear how modeling, analysis, and simulation methods
used in one case study can be applied to other cities. Any one smart city may not be
representative of the class of smart cities. Indeed, the process of data collection itself comes
with inherent ontological assumptions that are often overlooked. Reconsider the discussion
from Chapter 2.3. Figure 2.7 (on page 45) shows that relying on data-driven from a single
smart city instance may violate the ontological properties of completeness and lucidity.
Stated differently, the smart city data used in the model may not address all smart city
abstractions (i.e. violation of completeness). For example, the footnote from Example
2.2 (on page 52) mentions that power flow analysis data fails to capture the data from the
lead lines between generators and substations. The smart city data used in the model may
also be applied to multiple smart city abstractions (i.e. violation of lucidity). For example,
the footnote from Example 2.2 (on page 52) mentions that power flow analysis data uses
the same data to refer to both power generation and energy storage facilities. Test cases
resolve many' of these concerns because their meta-data implies an underlying reference
architecture which may be ontologically critiqued for generality.

Many infrastructure engineering fields have recognized these concerns from a practical
perspective. The power systems engineering field developed strong rationales for the usage
of test cases as early as the 1970s [251] and has since developed several test case repositories

[252,253]. Water distribution engineers have used the famous “Anytown" network [254]. In

"While reference architectures overcome doubts about how representative a certain instantiated architecture
may be, their meta-data may still violate the four ontological properties. The examples provided above indicate
y y gical prop: ples p
the degeneracy of power flow analysis data despite its widespread use.
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both cases, these test cases allowed the development of rigorous numerical methods without
compromising the physical security of sharing data about critical infrastructure [255-258].
Despite a general trend towards transportation system instances, some transportation system
engineers have advocated the use of test cases to understand the fundamental properties
of transportation dynamics [259]. Many of these developments arguments were presented
in the development of “Symmetrica" as a test case for the development transportation-
electrification research [50]. It is on this foundation that “Trimetrica" is developed as an

interdependent smart city infrastructure.

4.2 Smart City Test Case: Trimetrica

Trimetrica consists of three infrastructure systems: a power system, a transportation system,
and a water distribution system. The first two are drawn from the “Symmetrica" test case [50].
The third is derived from the “Anytown" water network [254]. These systems are chosen
as three critical infrastructures within any smart city. They also include both physical as
well as cyber-resources. Additionally, their dynamic behaviors are well-known. Therefore,
this test case may, in the future, provide a basis for dynamic cyber-physical modeling of
smart cities. The topological lay-out is presented in Figure 4.1 and the associated data is
publicly available [47]. This section first discusses each of the individual infrastructure
systems. Secondly, it details the connection between the infrastructure systems, and thirdly
the section highlights the “architectural” assumptions in this test case.

The electric power system is based on the IEEE 201-bus test case [218,219] and is
depicted in Figure 4.1.b. The power system consists of a single power generation bus, 200
load buses, and 200 branches. The power system supplies electric power to the consumption
nodes, which in many cases are connected to the other infrastructure systems. If a power
node is connected to another system, it is assumed that it maintains a separate power

consumption function. The power system provides the service “delivery of electric power
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at 132kV", which upon arrival may be used directly or to support the transformation and
storage of other processes at the consumption node.

The transportation system in the Trimetrica test case consists of 169 nodes, structured in
a grid-like shape, as depicted in Figure 4.1.c [50]. From the 169 nodes, 53 nodes are charging
stations that charge electric vehicles while they are parked. These charging locations impose
a load on the power system (and are thus a cross-layer connection). The nodes are connected
by 624 roads, 104 of which are charging roads that charge electric vehicles as they drive over
the road. The charging roads also impose a load on the power system. Note that each of the
edges in Figure 4.1.c represents two unidirectional roads. The transportation system aims to
provide the service “transport person from an origin to a destination", where the person uses
a vehicle, and the vehicle remains a part of the transportation system at all times.

The water distribution system is developed based on the University of Exeter’s Anytown
water distribution network test case [254]. The Trimetrica Water Distribution System was
first introduced in [260], but has since been revised to better match the electric power system
and transportation system architecture. The Trimetrica water distribution system scales the
Anytown network by a factor 5, arriving at 5 water treatment facilities, 10 water storage
facilities, and 110 water consumption nodes. These consumption nodes provide both warm
and cold water to the consumers. The structure of the Anytown network has not been
maintained identically, but has been revised to fit the structure of the Symmetrica test case.
Consequently, the Trimetrica water distribution system consists of 186 water pipe lines, of
which 19 are bidirectional and 167 are unidirectional®. The Trimetrica water distribution
system is presented in Figure 4.1.a. The specific service of the water system is delivering
potable water to the consumers in the city.

In a smart city, these three infrastructure system types share resources, rather than being

physically separated. This coupling is mimicked in Trimetrica. For example, a Water

2The water pipes are assumed to be loss-less, without any elevation differences. The water system pressure
is assumed to be maintained by the water treatment facilities and the water storage facilities, rather than the
use of pumps in the pipe lines.
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Treatment Facility appears in the water distribution system as a “water generating resource".
However, from a power system perspective, the water treatment facility is a load bus, as
it consumes power to treat the water. Additionally, the water treatment facility contains a
parking lot with an EV charging facility for its employees. From a transportation system
perspective, the water treatment facility is a buffering resource, as (electric) vehicles can
be stored in the parking lot. This example shows that a single resource is shared across all
three infrastructure systems. Figure, 4.1, therefore uses color to indicate the resources in
Trimetrica.

The resources shared across infrastructure systems naturally have the same coordinates
in each of the infrastructure topologies. However, it is important to note that two resources
with the same coordinates are not necessarily the same resource. For example, the Water
Storage Facility at (4,9) (Node 124), is the same resource in the electric power system (Node
124). However, the intersection in the transportation system, Node 288 at (4,9), is separate
from the water storage facility and consequently not the same resource.

Some resources, however, have a different representation in the infrastructure topologies.
The transportation system uses edges to represent roads between intersections. Each of
these edges represents two separate roads in opposite directions. However, when these
roads facilitate wireless charging of the vehicles, they share a single load bus in the electric
power system. When the systems are discussed independently, they contain three separate
resources. However, as a result of explicitly sharing resources across infrastructure systems,
the three resources aggregate into a single resource. This resource is presented as an edge in
the transportation system, and as a node in the electric power system. An example is Node
126 in the electric power system, which is also the edge from Node 203 to Node 214, which
in turn represents both unidirectional roads between Nodes 203 and 214. Table 4.1 provides
an overview of all system resources that appear in Trimetrica. The table also identifies the
infrastructure system(s) in which the resources appear.

For reasons of clarity, the cyber-resources are not shown in Figure 4.1. Table 4.1 also
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Table. 4.1: Resources in Trimetrica with associated infrastructure system and controller
type.

Infrastructure Type] Controller Type

g g

2 &

| |E

] 5 |2

S| 2 [ z |z

sl |8 =l 2 5|2

z|1 51882828 c¢

S|l 2|5zl 2|2 |2]|23
# Resources = I z & O
1 Water treatment facility 5

w/ EV charger
2 House w/ EV charger 43
3 Office w/ EV charger 5
4 House w/o parking 62
5 Water storage facility 10
6 Electrified road 52
7 Power plant 1
8 Substation 23
9 Intersection 116
10 Conventional road 520
11 Electric power line 200
12 | Directed water pipeline 167
3 Undlréctc.d water 19
pipeline

provides an overview of the cyber-resources, and their relationship to Trimetrica’s resources.
Note that the Electric Power System and the Water Distribution System generation and
transportation resources are controlled centrally. In contrast, the transportation system is
controlled solely by the end users.

The Trimetrica smart city infrastructure test case is designed to provide a platform to
compare modeling methods of smart city infrastructure systems. As discussed before in
Chapter 2.3, these infrastructure systems are Large Flexible Engineering Systems both
separately and when combined. Hetero-functional Graph Theory can thus be used to model
the Trimetrica test case, as demonstrated in the remainder of this Chapter.

Given its size, visualizing the Trimetrica test case is often challenging. Therefore, the
book uses both full and partial visualizations to support the mathematics. The topological
lay-out of the full model is depicted in Figure 4.1. The partial model is independently

depicted in Figure 4.2.
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Electrified 6 !
Transportation System

Legend:

© House with EV Charging

© Water Treatment Facility
with EV Chargers

Conventional
Road

Power Line

—»  Water Pipe
Line

Fig. 4.2: Partial topological depiction of the Trimetrica Smart City Infrastructure Test Case:
The networks are topologically superimposed.

After this introduction of the Trimetrica test case, the chapter now continues by modeling
Trimetrica using Hetero-functional Graph Theory. The chapter discusses all seven elements
of Hetero-functional Graph Theory sequentially to derive a Hetero-functional System

Adjacency Matrix as a complete, mathematical model of Trimetrica.

4.3 System Concept

System concept is introduced in Section 3.1 as the mapping of system function onto system
form. This section discusses system concept for the Trimetrica test case. Trimetrica consists
of three interfacing infrastructure systems, as introduced in Section 4.2. It is now critical
to define system concept accurately across the disciplinary systems to derive the correct
System Adjacency Matrix in the end. The section first discusses the resources, followed by
the processes. Finally, this section maps the processes to the resources to calculate the smart

city knowledge base.
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4.3.1 Smart City Resources

The three smart city infrastructures both independently and collectively adhere to the
definition of a Large Flexible Engineering System (LFES). Therefore, to derive the smart
city resources, this section relies on the resource architecture of Large Flexible Engineering
Systems as discussed in Section 3.1, in Figure 3.4 on Page 70.

In the Trimetrica Case Study, the LFES resource structure is specialized into three
types: a transportation, an electric power, and a water distribution resource structure. By
virtue of this specialization, the resource structure of the three infrastructure systems equals
the structure of the LFES. This is best explained using Figure 4.3, in which the SysML
representation of the LFES resource meta-architecture is depicted aside the specialized
resource architectures of the transportation system, electric power system, and the water
distribution system. Each LFES consists of a set of resources R. Similar to the specialization
of the LFES meta-architecture, the set of resources R is specialized into transportation
system resources Rr, electric power system resources Rg, and water distribution system
resources Ryy. Mathematically, R = Ry U Rg U Ry .

Furthermore, Figure 4.3 shows the atomic class structure of the set of LFES resources:

R=MUBUH U Q. Similarly, the atomic class structure of the infrastructure systems is:
* Transportation System: Rt = M7 UBpr UH7p U Qp
* Electric Power System: R = Mg U By UHg U Qp
* Water Distribution System: Ry, = My U By UHy U Qs
Note that these resource classes are also specializations of the LFES resources:
* Transformation Resources M = Mt U Mg U My,
* Independent Buffers B = By U Bg U By

* Transportation Resources H = Hy U Hg U Hyy
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* Cyber Resources Q = Q7 U Qp U Qw

The set of atomic resource classes in Figure 4.3 specializes each of the infrastructure
systems individually. This specialization does not specify if resources interface or interact
across infrastructure systems. Therefore, interface classes are introduced as a specialization
that distinguishes resource classes based on their interfaces or interactions with other
infrastructure types. Figure 4.4 shows such a specialization. The atomic resource classes are

specialized into four groups of interface classes.

* The first group is conventional, indicated by subscript c. The conventional resources
do not interact across disciplinary boundaries. For example, Hy is a conventional

transportation resource in the transportation system.

* The second and third groups are resources that interact with one other infrastructure
system. For example, My, g is a water distribution system transformation resource

that interfaces with the electric power system.

* The fourth group contains resources that interact with two other infrastructure systems.
For example, Mg is an electric power system resource that interfaces with both

the transportation and the water distribution system.

Note that each of the subscripts indicates the infrastructure interface type. The first subscript
indicates its original infrastructure type, and the second and third subscript are arbitrarily
sequenced.

The interface classes in Figure 4.4 are still defined within a specified infrastructure
system. However, some resources are part of multiple infrastructure systems. Therefore,
the interface classes must be specialized into multi-operand resource classes. These multi-
operand resource classes inherit their properties from multiple interface classes in distinct
infrastructure systems. The multi-operand resource classes are thus truly part of multiple

infrastructure systems. Figure 4.5 presents an overview of the multi-operand resource classes

135



that appear in Trimetrica?®.

It is now important to note that if hetero-functional graph theory is applied to another
test case or system, these specializations will be different. For example, if Trimetrica did not
have three infrastructure systems but four infrastructure systems, the number of interface
classes would be much larger. Each of the atomic resource classes is currently specialized
into four possible combinations*. With four infrastructure systems the number of possible
combinations becomes eight. Similarly, the number of potential multi-operand resource
classes as combinations of interface classes will increase rapidly by virtue of an added layer.

However, Trimetrica uses only a subset of the available interface classes and multi-
operand resource classes. Trimetrica contains 13 resource types, as specified in Table 4.1.

These resource types are now matched to the interface and multi-operand resource classes:

1. “Water treatment facility with EV charger" — is part of all three infrastructure systems.
From a transportation system perspective, this resource is a buffer as it stores an
EV temporarily. From a water distribution system perspective, this resource is a
transformation resource, as it adds water across the system boundary. From an electric
power system perspective, this resource is a transformation resource, as it is a load on
the electric power grid. As a result, it is classified as resource class: (Mp& My &B7).

In Trimetrica there are 5 instances.

2. “House with EV charger" — is part of all three infrastructure systems. From a trans-
portation system perspective, this resource is a buffer as it stores an EV temporarily.
From a water distribution system perspective, this resource is a transformation re-
source, as it takes water across the system boundary. From an electric power system

perspective, this resource is a transformation resource, as it is a load on the elec-

3The name of multi-operand resource classes uses the following convention: its name is a combination
of each of its parent interface classes. The sequence of the combination is: first the transformation resource,
then the buffer, and last the transportation resource. For example, Mg &Byy is a multi-operand resource that
inherits from the interface class Mgy in the electric power system and By g in the water distribution system.

4Figure 4.4 presents 36 possible resource types. In all three systems, the transformation resources,
independent buffers, and transportation resources are specialized as four interface classes.
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tric power grid. As a result, it is classified as resource class: (Mg&My&Br). In

Trimetrica there are 43 instances.

. “Office with EV charger" — is part of all three infrastructure systems. From a trans-
portation system perspective, this resource is a buffer as it stores an EV temporarily.
From a water distribution system perspective, this resource is a transformation re-
source, as it takes water across the system boundary. From an electric power system
perspective, this resource is a transformation resource, as it is a load on the elec-
tric power grid. As a result, it is classified as resource class: (Mg&My &Br). In

Trimetrica there are 5 instances.

. “House without parking" — is part of the water distribution system and the electric
power system. From a water distribution system perspective, this resource is a
transformation resource, as it takes water across the system boundary. From an
electric power system perspective, this resource is a transformation resource, as it
is a load on the electric power grid. As a result, it is classified as resource class:

(Mp&Myy). In Trimetrica there are 62 instances.

. “Water storage facility" — is part of the water distribution system and the electric power
system. From a water distribution system perspective, this resource is an independent
buffer, as it stores water. From an electric power system perspective, this resource is a
transformation resource, as its pumps are a load on the electric power grid. As a result,

it is classified as resource class: (Mg&Byy ). In Trimetrica there are 10 instances.

. “Electrified road" — is part of the transportation system and the electric power system.
From a transportation system perspective, this resource is a transportation resource
as it transports the vehicle from its origin to its destination. From an electric power
system perspective, this resource is a transformation resource, as it is a load on the
electric power grid. As a result, it is classified as resource class: (Mg&Hr). In

Trimetrica there are 52 instances.
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7.

10.

11.

12.

“Power plant" — is part of the electric power system. From an electric power system
perspective, this resource is a transformation resource, as it generates power and adds
it to the electric power grid. As a result, it is classified as resource class: Mgc. In

Trimetrica there is one instance.

“Substation" — is part of the electric power system. From an electric power system
perspective, this resource is a transformation resource, as all substations consume at
least a minor amount of power. Additionally, substations are conventionally modeled
as load buses in power systems engineering. As a result, it is classified as resource

class: Mgc. In Trimetrica there are 23 instances.

“Intersection” — is part of the transportation system. From a transportation system
perspective, this resource is a buffer as it stores a vehicle temporarily while it redirects
from one road to another. As a result, it is classified as resource class: Brc. In

Trimetrica there are 116 instances.

“Conventional road" — is part of the transportation system. From a transportation
system perspective, this resource is a transportation resource as it transports the vehicle
from its origin to its destination. As a result, it is classified as resource class: Hyc. In

Trimetrica there are 520 instances.

“Electric power line" — is part of the electric power system. From an electric power
system perspective, this resource is a transportation resource, as it transports electric
power from its origin to its destination. As a result, it is classified as resource class:

Hgc. In Trimetrica there are 200 instances.

“Directed water pipeline" — is part of the water distribution system. From a water dis-
tribution system perspective, this resource is a transportation resource, as it transports
water from its origin to its destination. As a result, it is classified as resource class:

Hyc. In Trimetrica there are 167 instances.
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13. “Undirected water pipeline" — is part of the water distribution system. From a water
distribution system perspective, this resource is a transportation resource, as it trans-
ports water from its origin to its destination. As a result, it is classified as resource

class: Hyyc. In Trimetrica there are 19 instances.

package Modell[ | Trimelr\ca-lns!an!iatedArchileclurey

Line

Directed Water
Pipeline
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Undirected
Water Pipeline

_________ Y
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Fig. 4.6: SysML Block Definition Diagram of the Trimetrica smart city infrastructure system
as a specialization of the LFES meta-architecture: This figure shows that Trimetrica’s smart
city infrastructure system is a single system, rather than three separate systems. The three
systems, each classified as an LFES in Figure 4.3, are reconciled into a single smart city
infrastructure, of type LFES.

Figure 4.6 provides an overview of the resource structure in Trimetrica®. Additionally,
the figure shows that the resource structure of the integrated smart city infrastructure
system is a type of LFES. The set of Smart City Resources is: Rgc = (Mg&Myy&Br)U
(Mp&Mpy ) U (Mg&By ) U (Mg&HT)UMEgc UBrc UHre UHpc UHyyc. These sets are

>Note that the cyber-resources Qg are discussed in Section 4.5 on Page 171
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mutually exclusive and collectively exhaustive as they contain all resources, without overlap.

The 9 resource sets have the following sizes:

* 0(Mp&My&Br) = 53. The set contains 5 water treatment facilities, 5 offices, and

43 houses, all with EV chargers.
* 0(Mg&Myy) = 62. The set contains 62 houses without parking or EV chargers.

* 0(Mg&Byy) = 10. The set contains 10 water storage facilities, without parking or EV

chargers.

* 0(Mg&HT) = 52. The set contains 52 electrified roads, able to transport vehicles,

and charge vehicles in both directions®.

* 0(Mgc) = 24. The set contains 23 conventional substations, that all impose an electric

load on the power grid, and a power plant that generates electric power.
* 0(Brc) =116. The set contains 116 intersections.
* 0(Hpc) = 520. The set contains 520 conventional roads.
* 0(Hgc) = 200. The set contains 200 power lines.

* 0(Hyc) = 186. The set contains 167 directed water pipelines, and 19 undirected

water pipelines.

The set of smart city resources Rgc has a size of 1,223. The set of smart city buffers Bggsc
has a size of 317, the set of smart city transformation resources Mg has a size of 201, and
the set of smart city independent buffers Bg has a size of 116. Lastly, the set of smart city
transportation resources Hgc has a size of 906. The set of smart city system resources has

been derived, and the next step is the derivation of the smart city system processes.

®Note that contrary to set Hyc, this set has one resources per edge with a bidirectional capability.
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4.3.2 Smart City Processes

The definition of Trimetrica’s System Processes follows an approach similar to the definition
of the System Resources. First, the Large Flexible Engineering Systems’ Meta-Architecture
is introduced, to then discuss its specializations in the three infrastructure systems. There-
after, the system processes are reconciled to define the final set of Trimetrica’s system

Processes.

activity LFES( Input Operand, Output Operand ) [ = LFESJJ

in Input : Transform
Operand Operand

: Transport
Operand

: Carry
Operand

| otest

J

Fig. 4.7: Activity Diagram of the LFES Meta-Architecture: The diamonds represent ex-
clusive decisions. For example, after “Transform Operand" one of three options must be
chosen: (1) “Transform Operand", (2) “Transport Operand with Carry Operand", or (3) End

the sequence by creating: “Output Operand".

The LFES meta-architecture for system processes is presented using a SysML Activity
Diagram. Figure 4.7 restates the meta-architecture as introduced in Section 3.1.2 on Page
65. The functional meta-architecture is a set of processes, classified as transformation
processes, transportation processes, and holding processes. Their sequence is unrestricted as
a result of a lack of general, cross-disciplinary constraints. For the specialized reference
architectures, however, process sequence is constrained by the limitations specific to the
reference architecture. This section introduces the design pattern for each of Trimetrica’s
three infrastructure disciplines separately. Thereafter, the design patterns are reconciled
to create a triple-infrastructure design pattern. Trimetrica is an instantiation of this triple-
infrastructure design pattern. The set of Trimetrica’s instantiated system processes is
therefore derived from its design pattern.

The water distribution system reference architecture is presented as an activity diagram in
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Fig. 4.8: Activity Diagram of the Water Distribution System Reference Architecture.

Figure 4.8. The operand crosses the system boundary when entering and leaving the system
which requires transformation processes. A distinction is made between input and output
transformations. The input and output transformations are classified as power consuming or
non-power consuming. Examples of the former are (1) the extraction of ground water, and
(2) hot water consumption. An example of the latter is a river that flows through a city. Note
that the power consuming processes require the input of electric power which is transformed
to perform work or generate heat.

The location of the inputs and outputs of the water distribution system are physically
separated. Water treatment is usually centralized, whereas the consumption of water is
highly distributed. Consequently, transportation processes are required to facilitate the
distribution of water throughout the smart city. These transportation processes can be refined
to differentiate power consuming from non-power consuming transportation processes.
The refined transportation processes are presented in Figure 4.8. An example of a power
consuming transportation process is a pump, whereas a non-power consuming transportation
process is a regular water pipeline. In the Trimetrica test case, the water storage process is
modeled as a refined transportation process that consumes electric power.

The electric power system reference architecture is presented as an activity diagram in
Figure 4.9. Similar to the water distribution system, the electric power system operands
enter and leave the system by virtue of transformation processes. These transformation

processes are distinctive in type and location, and are therefore separated in the reference
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activity Electric Power System ( Fuel, Work, Electric Power at 132KV ) [ || Electric Power System u

Electric
Power at
132k’ N
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Electric Power

: Transport
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Electric
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Electric
Power at

: Consume
Electric Power

out Work

out Electric

: Generate
Electric Power
Note:

(1) Activities with a yellow are

(2) Activities with an orange are refined

(3) Output "work" represents energy use of, for example, appliances.

J/‘ Power at 132kV

Fig. 4.9: Activity Diagram of the Electric Power System Reference Architecture.

architecture as “generate electric power" (electric power entering the system) and “consume
electric power" (electric power leaving the system). Note that the activity diagram indicates
that some power is crossing the system boundary as an output to perform work in the other
infrastructure systems. This emphasizes the need for a holistic assessment of the water
distribution system, electric power system, and the transportation system. Transportation
processes necessarily occur between generation and consumption, as these processes are
physically separated. Electric power is conventionally expressed as a “per unit" voltage

relative to the designed line capacity. Consequently, there is no need to differentiate between

the holding processes in the electric power system in this example.
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processes.

Fig. 4.10: Activity Diagram of the Electrified Transportation System Reference Architecture.

The electrified transportation system design pattern is presented as an activity diagram
in Figure 4.10. The transportation system’s core function is to transport vehicles to locations

in the smart city. However, the transportation system may also receive vehicles from other
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locations, or accommodate vehicles that leave the city. The input and output processes are
accommodated by transformation processes. The transportation processes are refined to
represent the types of transportation with electric vehicles as the operand. Electric vehicles
discharge while driving, but the impact of parking on the battery capacity is negligible.
Additionally, the electric vehicles need to be charged by wire when they are stationary, or
wirelessly if they are charged while driving. The power consumption of these charging
processes is facilitated by the electric power system, and requires the input of electric power.
Similar to the water distribution system, the charging processes transform the electric power

into (portable) charge.
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Fig. 4.11: Activity Diagram of a Triple Operand Smart City Infrastructure System Reference
Architecture: The three operands are water, electric power, and electric vehicles.

The triple-infrastructure smart city design pattern is a combination of each of the

infrastructure’s individual design patterns. The design pattern is displayed as an activity
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diagram in Figure 4.11. Note that electric power is consumed internally, whereas Figure
4.9 showed it as an output. Also note that the consumption of water by the electric power
generator (for reasons such as cooling) has been omitted, because the water distribution
system in Trimetrica is a potable water distribution system.

After the definition of the holistic reference architecture for the smart city infrastructure
system in Figure 4.11, Trimetrica’s instantiation can be derived. Trimetrica’s system
processes are classified as transformation, transportation, and holding processes, and each
of these classes is now discussed in turn.

Trimetrica’s transformation processes occur at the locations where operands flow into or
out of the system. First, there are two input processes in Trimetrica. The water treatment
facilities are the input sources of potable water, and use the process “treat water" to inject
potable water across the system boundary. The input of electric power is performed by a
single resource with a single “generate electric power" process. The transportation system is
different in that it is assumed to be a closed system, without electric vehicles entering or
leaving the system. As a result, no transformation processes are required for Trimetrica’s
transportation system.

The output of the system is determined by the consumption patterns of the distributed
consumption resources. Water is consumed in houses and offices, with two different
consumption types: consume hot water and consume cold water. The water consumption
processes are, for simplicity, assumed to be equal across the locations, resulting in a total of 2
transformation processes. The electric power consumption processes are also assumed to be
equal across all consumption locations, and is thus added as a single transformation process.
In conclusion, Trimetrica’s set of system transformation processes is defined as P, sc ={treat
water, generate electric power, consume hot water, consume cold water, consume electric
power}.

Trimetrica’s refined transportation processes require a discussion of both the holding

processes and the transportation processes. Trimetrica’s holding processes are derived
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following the three conditions that distinguish between transportation processes that:
* Have different operands,
* Hold a given operand in a given way.
* Change the state of the operand.

Trimetrica consists of three infrastructure systems with three separate operands. Conse-
quently, the holding processes need to differentiate between those operands. The holding
processes do not need to differentiate for the different ways to "hold" the operand in a given
way. However, both the water distribution system and the transportation system differentiate
the ways in which the state of the operand is changed. For the water distribution system, the
water storage processes are assumed to consume electric power to, for example, pump the
water to a water storage facility. Consequently, there are two holding processes for water:
(1) carry potable water and (2) carry potable water while consuming electric power.

The transportation system’s operands are electric vehicles. There are four different types
of movement of electric vehicles in Trimetrica [31, 32, 50,261]. First, the vehicles can be
stationary; without anything really changing. This is generally referred to as “parking".
Second, the vehicles can be driving; in which case the battery of the vehicle will discharge.
Third, the vehicle can be charged while it is stationary. Usually, this is performed by wire for
the fastest charging rates. Last, the vehicle can be charged while it is driving via induction
(wireless) charging. Each of these four processes has a different impact on the state of the
electric vehicle and should consequently be included as holding processes. In conclusion,
Trimetrica differentiates seven holding processes P, sc = {carry potable water, carry potable
water while consuming electric power, carry electric power at 132kV, carry electric vehicle
without affecting battery, carry electric vehicle while discharging, carry electric vehicle
while charging by wire, carry electric vehicle while charging wirelessly }.

The transportation processes in Trimetrica are derived from the number of buffers in the

smart city infrastructure system (see Equation 3.2). The number of unique buffers o (Bssc)
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equals 317, and the total number of transportation processes P;sc equals o(Bssc)? =
100,489. The refined transportation processes P;sc can be derived rather straightforwardly
as the combination of each of the holding processes with all transportation processes:
o(Pysc)o(Pysc) =703,423. In summary, the Trimetrica test case has the following sets of

processes:

The set of Transformation Processes: P,s¢ has a size of 5.

The set of Transportation Processes: P, sc has a size of 100,489.

The set of Holding Processes: P, sc has a size of 7.

The set of Refined Transportation Processes: P;sc has a size of 703,423.

The set of System Processes: Psc has a size of 703,428.

4.3.3 Smart City Knowledge Base

After the discussion of system form and system function, the section now uses the system
knowledge base to map system function onto system form. Figure 4.12 introduces the
SysML representation of system concept, by mapping the functions onto the instantiated
resource classes’. For the discussion of system concept, the text will, however, refer to the
atomic resources sets rather than the instantiated resource classes.

In hetero-functional graph theory, the mapping of system function onto system form is

conceived using the design equation, as introduced in Equation 3.6 on Page 71:

P=JsOR 4.1)

The Trimetrica knowledge base is calculated using the transformation knowledge base

"Note that Figure 4.12 includes the refined transportation processes rather than differentiating between
regular transportation processes and holding processes.
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package Model[ 2 Trimetrica-SystemConcept y

Water Treatment Facility with House with EV charger
EV charger
Smart City Consume Hot Water()
Infrastructure TreatWater() Consume Cold Water()
System Consume El 0 Consume Electric Power()

Store Electric Vehicle()
Electric Vel

M_E&MW&BTl
R_{SC} Office with EV charger

Consume Hot Water()
Consume Cold Water()
Consume Electric Power()

R_{PSC} Q_{sc} Store Electric Vehicle()

Charge Electric Vehicle()

House without parking

Consume Hot Water()
Consume Cold r()
Consume Electric Power()

Water Storage Facility
Store Water()

Consume Electric Power()

Electrified Road

B_{SSC} 7‘ — Transport Electric Vehicle A->B while discharging battery()

Transport Electric Ve while discharging battery()
Transport Electri while charging wirelessly
Transport ->A while charging wirel
Consume

Power Plant

Generate Electric Power()

B.(sC) | Intersection

Transport El
Transport El

Transport Pof
Transport Pof

Fig. 4.12: SysML Representation of the System Concept for the Trimetrica Smart City
Infrastructure system: This figure contains the unique set of capabilities for each of the
resource classes in Trimetrica.

Jm» and the refined transportation knowledge base [, following Equation 3.16 on Page 74:

v | 0
Jo=|-M T = 4.2)

First, this section derives the Trimetrica Transformation Knowledge Base. The system
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transformation knowledge base was first introduced in Equation 3.11 on Page 73:

P,=]uOM (4.3)

For Trimetrica, the set of transformation processes P,sc has a size of five. The set of
transformation resources Mg has a size of 201. The size of matrix Jp;g¢ follows as 5x201.
The transformation knowledge base contains a degree of freedom for each mapping of a
transformation process and a transformation resource. For each of the five transformation

processes, the number of degrees of freedom are determined:

* The transformation process “treat water" is mapped onto five water treatment facilities,

creating five degrees of freedom.

» The transformation process “generate electric power" is mapped onto the power plant,

creating one degree of freedom.

* The transformation process ‘“consume hot water” is mapped onto three resource
classes: (1) house with EV charger, (2) office with EV charger, and (3) house without
parking, of which Trimetrica contains 43, 5, and 62 respectively. Consume hot water,

therefore, maps 110 times on to resources.

* The transformation process “consume cold water" maps onto the same resources as

“consume hot water" and also has 110 degrees of freedom associated with it.

* The transformation process “consume electric power" is mapped onto all nodes in
the electric power system, except the power plant. The total number of degrees of

freedom related to “consume electric power" is thus 200.

In conclusion, the number of transformation degrees of freedomis: 5+1+110+110+200 =
426.
Trimetrica’s Refined Transportation Knowledge Base provides the mapping of the

refined transportation processes P; onto the system resources Rgc, using the design equation
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(Equation 4.1). The refined transportation knowledge base can be calculated using the
holding knowledge base ], ¢ and the transportation knowledge base J, , using Equation

3.14 on Page 73:

Jasc = [Jysc @170 [1sc) gy (4.4)

where the transportation knowledge base [ s is derived using Equation 3.12 on Page 73:

Pysc =Jusc ©Rsc 4.5)

and where the holding knowledge base ], s¢ is derived using Equation 3.13 on Page 73:

Pysc=J]ysc©Rsc (4.6)

The transportation knowledge base Jisc maps the transportation processes P, ¢ onto

the system resources R, and has size o (P,

ysc) x 0 (Rsc) (or 100,489 x 1,223). As a result,

the transportation degrees of freedom can be divided in two sets: transportation degrees of
freedom realized by transportation resources (H ), and the transportation degrees of freedom
realized by buffers (Bg). The former set of degrees of freedom is derived by matching the
origin and destination of a transportation process to the physical origin and destination
of the transportation resource. The elements in the set of conventional roads Hp have a
dedicated direction and perform a single transportation process. Their total number is 520,
and consequently they enable 520 degrees of freedom. The 200 electric power lines (in set
HEg ), however, allow for a flow of power in either direction, and contain two degrees of
freedom per resource. The total number of degrees of freedom associated with the power
lines is thus 400, as each power line allows for a transportation process from its origin
to the destination and back. The set of water pipelines (Hyy ) consists of 167 pipelines
with direction, and 19 without. Consequently, their total number degrees of freedom is

167+2(19)=205. For all of Trimetrica’s transportation resources Hgc, the total number of
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transportation degrees of freedom is 520+400+205=1,125.

Trimetrica’s set of buffers Bgg- consist of atomic resource classes that have trans-
portation processes mapped to them. The majority of buffers in Trimetrica have a single
location, and do not transport the operands between two different locations. Those sets
are: Mp& My &Br, Mp& My, Mg&By, Mg, and Brc. From these sets, only Mg& My,
and Mg do not have the capability to store their respective operands, and therefore don’t
have a transportation process mapping to them. Mg&My, & B, Mg&Byy, and By all have
the ability to store an operand, or transport an operand from origin to destination where
the origin equals the destination. For all elements in those three sets, the transportation
knowledge base s contains a degree of freedom, which total 53+10+116=179.

There is, however, one set that does transport operands and is still considered a buffer: the
set of electrified roads Mg &Hrp. This set has an origin and a destination, and allows one type
of operand to be transported using the resource (electric vehicles). However, electric power
is transformed into charge while the electric vehicles are transported. Consequently, the
electrified road has a transformative nature and should be considered as a machine. After all,
the classification “machine" supersedes the other classifications. The set of electrified roads
(of length 52), therefore, adds 104 transportation degrees of freedom to the transportation
knowledge base. In conclusion, the total number of Trimetrica’s transportation degrees of

freedom is 1,125+179+104=1,408.

The holding knowledge base ], sc maps the holding processes Py, sc onto the system

resources Rgc, and has size 0(P,s¢c) x 0(Rsc) (or 7 x 1,223). As introduced previously,
the holding processes are used to differentiate transportation processes in operand type, way
of holding, or potential transformative nature. Each resource has at least one associated
holding degree of freedom. The first set is: Mg&Myy&Br. For each of the resources in
this set, the resources have two transportation processes: charge and park electric vehicles.
Consequently, this set has two degrees of freedom per element, which totals 53*2=106

holding degrees of freedom. The set Mg &My, do not have associated transportation (or
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storage) processes. Consequently, this set does not have any holding degrees of freedom. The
set Mg &Byy stores water and consumes electric power. The associated holding process to the
transportation process is only “store water." Consequently, each of the resources has a single
associated holding degree of freedom: 10 in total for the set. The set Mg&Hy contains
the electrified roads. These resources have two ways of transporting electric vehicles:
transport electric vehicle while charging wirelessly or while discharging. Consequently,
the resources have two associated holding degrees of freedom per element, which totals
52*2=104 holding degrees of freedom. The set Mg does not have associated transportation
of holding processes. The remaining sets Brc, Hrc, Hgc, and Hyy ¢ all have a single
specific way to transport their associated operands and their transportation processes do
not change the state of the operand. Consequently, the resources in these sets have a single
holding process, with a total of 116+520+200+167+19=1,022. Based on the holding degrees
of freedom for all the atomic resource sets, the total number of Trimetrica’s holding degrees
of freedom is 106+10+104+1,022=%.

The refined transportation knowledge base /- now combines the transportation knowl-

edge base and the holding knowledge base using Equation 4.4. The resulting set of refined
transportation processes are mapped onto the set of resources. Figure 4.12 presents the
mapping of the refined transportation processes onto the Trimetrica’s sets of resources. The
resulting matrix has size 0(P;sc)x 0 (Rsc) =703,423x1,223. The total number of refined

transportation degrees of freedom is calculated using Equation 3.22 on Page 76:

O(Pﬁsc) O'(Rsc)

DOFpysc = Z Z Uasc ©Kgscl(u,v) 4.7)

where Kygc is all zeros. The total number of refined transportation degrees of freedom
DOFHSC is 1,565
In conclusion, the Trimetrica knowledge base g, constraints matrix Kggc, and system

concept Aggc have size 703,428 x 1223. The total number of degrees of freedom can be
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calculated using Equation 3.18 on Page 76, or adjusted for the Trimetrica test case:

a(Psc) o(Rsc)

DOFssc =0(&s) = Z Z Ussc ©Ksscl(w,v) (4.8)

w

which equals 1,991.

4.3.4 Visualizing Degrees of Freedom

In order to intuitively understand the meaning of Trimetrica’s set of degrees of freedom, a
visualization is required. The degrees of freedom are a mapping of system function onto
system form, and therefore, a mapping of system processes onto system resources. Each of
those mappings is a degree of freedom, or a capability of the interdependent infrastructure
system. Logically, these system capabilities can be represented per resource while adopting
the physical location of their associated resource.

Trimetrica is originally depicted in Figure 4.1 on Page 127. This section compares
each of the three separate infrastructure systems to the degrees of freedom associated with

these systems. Figure 4.13 provides a comparison between the Trimetrica water distribution

system topology and its degrees of freedom. Three observations are made. First, the water
treatment facilities have a single capability. This capability acts on two operands, because it
consumes electric power to generate potable water. Second, all water consumption nodes,
whether they are houses or offices, have two associated degrees of freedom. These represent
both hot water consumption and cold water consumption; where the former has two operands,
and the latter only consumes potable water as its operand. Lastly, the capabilities of the water
pipes are displayed in between the end-points of the water pipe. Whenever the end-points
are more than two units of length away, the capability is located at 75% of the pipe’s length.
Otherwise, the capability is located in the middle. The capabilities associated with the water
pipes have potable water as a single operand.

Figure 4.14 provides a comparison between the Trimetrica electric power system topol-
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ogy and its degrees of freedom. Three observations are made. First, there is overlap between
Figures 4.13 and 4.14, because the hot water consumption, water treatment, and water
storage processes all consume electric power, and transform potable water. Second, all
power transmission lines have two associated degrees of freedom to represent the potential
two-way flow of electric power. Lastly, the figure contains overlap with Figure 4.15, because
it includes the charging capabilities of the transportation system; whether they are charging
roads or conventional charge-by-wire facilities.

Figure 4.15 provides a comparison between the Trimetrica electrified transportation

system topology and its degrees of freedom. Two observations are made. First, the charging
capabilities in pink coincide with either two conventional transportation capabilities or
a single parking capability. There are no locations where charging is the sole capability.
Second, the intersections have a ‘storage’ capability. However, its capacity is zero, because
parking a vehicle on an intersection is not allowed. Therefore, it represents the connection
between two or more roads.

Figure 4.16 superimposes the degrees of freedom of the five operands in Trimetrica. The
figure contains a window in the bottom left corner. The enlarged depiction of this window is
presented in Figure 4.17, with the topological presentation of the same area. Figure 4.17
presents the degrees of freedom provided by the topology of the six resources. The House 1

(or resource 6) has five associated degrees of freedom:
1. consume cold potable water at house 1
2. consume hot potable water at house 1
3. consume electric power at house 1
4. park electric vehicle at house 1

5. charge electric vehicle by wire at house 1
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Electrifi 6 ! . .
Disti?lt)r:u;(iﬁ \S)\;asttirm O0<«+—-0 Trimetrica’s Degrees of Freedom
] 6 1
Electric Power System (@] O oY a++
o o o
Electrified o 6 o ! o, +
Transportation System

Legend:
© House with EV Charging B Degree of Freedom w/ operand “Potable Water”

@ Water Treatment Facility Degree of Freedom w/ operands “Potable Water
with EV Chargers and Electric Power at 132kV”
. Degree of Freedom w/ operand “Electric Power at
Power Line o
132kV”
___ Conventional Degree of Freedom w/ operands “Electric Vehicle
Road ~ and Electric Power at 132kV”

—»  Water Pipe

Line + Degree of Freedom w/ operand “Electric Vehicle”

Fig. 4.17: A comparison between a detail of Trimetrica’s topology and the same detail of
Trimetrica’s structural degrees of freedom as indicated in Figure 4.2 on Page 131 and Figure
4.16 on Page 159.

All degrees of freedom are of a different operand type, and are depicted with their associated

symbols. Water treatment facility 1 has four associated degrees of freedom:

1. treat water at water treatment facility 1

2. consume power at water treatment facility 1

3. park EV at water treatment facility 1

4. charge EV by wire at water treatment facility 1

Trimetrica contains four different transportation resources between house 1 and water
treatment facility 1. The first is a water pipeline from the water treatment facility to the
house. The water pipeline transports water from the water treatment facility to the house,
and has, therefore, a single associated degree of freedom. Note that the test case assumes
the water pipeline is loss-less and does not require additional pressurization. The second

resource between the house and the water treatment facility is an electric power line. It
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facilitates transmission of electric power between the house and the water treatment facility
in both directions. Consequently, there are two electric power degrees of freedom. Lastly,
there are two roads, one originating in the house, and the other originating in the water
treatment facility. Note that the roads are depicted as a single line. Each of the two roads
has a single degree of freedom, and therefore, there are two degrees of freedom of operand
class “electric vehicle".

In conclusion, this section first determined system form and system function for Tri-
metrica using the block definition diagram and activity diagram in SysML. Based on this
conceptual framework, the set of system resources and processes were defined. Subse-
quently, the system knowledge base was calculated as a map of system function onto system
form. Lastly, the section visualized the degrees of freedom by a comparison with topological
lay-outs of Trimetrica’s water distribution, electric power, and electrified transportation

systems.

4.4 Hetero-functional Adjacency Matrix

Following the discussion of Trimetrica’s degrees of freedom, that represent the capabilities
of the smart city infrastructure system, this section continues to define their logical sequence.
The section applies the theoretical foundation defined in Section 3.2 on Page 79 to the
Trimetrica test case. First, the numerical results are discussed based on the application of the
mathematical model. Then, the degree of freedom visualizations from the previous section

are expanded to incorporate system sequence for a more intuitive understanding.

4.4.1 Calculating System Sequence

In the previous chapter, the Hetero-functional Adjacency Matrix A, was first introduced
as the Boolean difference between the system sequence knowledge base ], and the system

sequence constraints matrix K,, using Equation 3.25 on Page 80. When applied to the
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Trimetrica test case, the equation is:
Apsc =Jpsc©Kpsc (4.9)

where ], is the system sequence knowledge base, and where K¢ is the system sequence
constraints matrix. The size of matrices Apsc, Jpsc, and K,sc equals: o(Rsc)o(Psc) %
0(Rgc)o(Psc), or numerically: 860,292,444 x 860,292, 444.

Note that the system sequence knowledge base ], defines all combinations of degrees of
freedom (as in Definition 3.14 on Page 80). When Equation 3.26 is applied to the Trimetrica

test case, J,sc 1s calculated following:
Josc = AdscAddc (4.10)

where J,sc has DOF§3C =19912 = 3,964,081 filled elements.

Since not all combinations of degrees of freedom are feasible, the system sequence
constraints matrix is introduced (as in Definition 3.15 on Page 81). The system sequence
constraints matrix enforces two types of sequence constraints on the system sequence
knowledge base. First, it imposes the physical continuity constraints presented in Table 3.3
on Page 82. Second, it imposes the functional sequence constraints which are based on the
reference architecture (or design pattern) of the modeled system.

The system sequence constraints matrix is calculated using the aforementioned con-
straints. Even though this approach is correct, it is not always practical from a computational
perspective, because it requires [O’(R)O’(P)]Z = 860,292,444 calculations. Since the | pSC
matrix is sparse, it is computationally more efficient to check each of the logical DOF
sequences for compliance with the imposed constraints. The latter approach facilitates the
computation of A,sc, avoids the calculation of the memory-intensive K,sc matrix, and
requires only DOF 55 c= 19912 calculations. If the logical sequence of DOFs complies

with the constraints, it is transferred to A,sc. The calculation of the Hetero-functional
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Adjacency Matrix for the Trimetrica test case uses this latter approach. The number of DOF

sequences that comply with each of the physical continuity constraints is listed below:

d DOPRl =1096
° DOPR2 = 2309
d DOPR3 =2314

DOFR4 - 10,670

This reduces the total number of sequence degrees of freedom that adhere to the physical
continuity constraints to 16,389.

The DOF sequences that comply with the functional sequence constraints are derived
from the Trimetrica design pattern in Figure 4.11. The total number of DOF sequences that
comply with the design pattern is 1,348,050.

The intersection of these two sets of DOF sequences are included in A,g¢. The resulting
number of sequence degrees of freedom that comply with both the functional sequence and
continuity constraints DOF,sc 1s 8,274.

Note that the hetero-functional adjacency matrix can be projected to reduce its size to
more manageable levels. Equation 3.31 on Page 83 demonstrates the projection of any

hetero-functional adjacency matrix. When applied to the Trimetrica test case, it follows:

IPSApSCIPg :ApSC (411)

The size of the projected matrix is 0(Eg) X 0(Eg). No information is lost in this process, and
the number of sequence degrees of freedom remains naturally unchanged.
4.4.2 Visualizing System Sequence

Visualizations of the HFAM serve to facilitate its understanding. Figures 4.13, 4.14, and

4.15, which present DOFs as a collection of scattered nodes, are now revised with connecting
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arcs that represent system sequence. Note that the arcs are all directional.

Figure 4.18 on page 165 compares the electrified water distribution system topology
with the hetero-functional adjacency matrix. For clarity, this figure displays the HFAM
such that only degrees of freedom associated with the operand “potable water" are depicted.
Clearly, the visualization of the hetero-functional adjacency matrix closely resembles the
topology of the water distribution system. Naturally, the physical interfaces between the
resources (as depicted in the topology) require associated sequences of degrees of freedom
(as depicted in the HFAM).

Figure 4.19 on page 166 compares the electric power system with the hetero-functional
adjacency matrix, including only degrees of freedom associated with the operand “electric
power". Other than the electrified water distribution system, the transportation resources
each have two degrees of freedom to accommodate the bidirectional flow of electric power.
Additionally, one can notice that all degrees of freedom are coupled, and consequently,
all degrees of freedom are able to connect to the electric power system. This is essential,
because the water consumption, treatment, and storage degrees of freedom, as well as the
EV charging degrees of freedom rely on the power grid for their operation.

Figure 4.20 on page 167 compares the electrified transportation system with the hetero-
functional adjacency matrix, including only degrees of freedom associated with the operand
“electric vehicle". Note that the degrees of freedom of the roads are connected in a diamond
like pattern. This is caused by the sequences in which two transportation processes around
the same intersection are coupled.

Based on the previous three figures, it becomes clear that the degrees of freedom
are coupled across the operand types. Conventionally, in graph theory, the systems with
different operand types have been separated into layers per operand [135]. As discussed
in Section 2.2.2, this practice limits the way the operand-specific networks are coupled.
Hetero-functional graph theory, however, allows the coupling of nodes across layers based

on physical continuity and functional sequence. In the end, an interdependent infrastructure
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system is a single system; rather than a number of separate systems. Hetero-functional
graph theory reflects this reality as a single network in which function, form, and operand
type are uniquely defined. Figure 4.22 on page 169, now, presents the full hetero-functional
adjacency matrix for Trimetrica. The complexity of the Trimetrica interdependent smart
city infrastructure system creates a very crowded representation. Figure 4.21 on Page 168
provides a detail of the Trimetrica hetero-functional adjacency matrix, in which 25 sequences
of 14 degrees of freedom are provided. This figure builds on Figures 4.2 and 4.17 on pages

131 and 160 respectively.

Electrified Wat o ! . .
Distifbitil(e)n Syasteerm O0<«—o0 Trimetrica’s Degrees of Freedom
6 i -— -
Electric Power System @] @] ° ot
¢ (] [o X ]
a
. + +
Electrified o !
o—O

Transportation System

Legend:
© House with EV Charging B Degree of Freedom w/ operand “Potable Water”

@ Water Treatment Facility Degree of Freedom w/ operands “Potable Water
with EV Chargers and Electric Power at 132kV”
Power Line ° Degree’ of Freedom w/ operand “Electric Power at
132kV”
___ Conventional .. Degree of Freedom w/ operands “Electric Vehicle
Road " and Electric Power at 132kV”

—»  Water Pipe

Line + Degree of Freedom w/ operand “Electric Vehicle”

Fig. 4.21: A comparison between a detail of Trimetrica’s topology and the same detail of
Trimetrica’s structural degrees of freedom as indicated in Figure 4.2 on Page 131 and Figure
4.16 on Page 159.

Figure 4.23 on page 170 represents the hetero-functional adjacency matrix as a network
with five distinct layers. Each of the layers contains a unique set of degrees of freedom
classified by operand type. System sequence across as well as within all five operand classes
is provided.

In conclusion, this section has provided an overview of the mathematical derivation
of the hetero-functional adjacency matrix for the Trimetrica test case. First, the set of

feasible sequence degrees of freedom was calculated and captured in the hetero-functional
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(Sequence-dependent) Degrees of Freedom of Trimetrica
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Legend:

Degree of Freedom w/ operand
“Potable Water”

Degree of Freedom w/ operands “Potable
Water and Electric Power at 132kV”

Degree of Freedom w/ operand
“Electric Power at 132kV”

Degree of Freedom w/ operands “Electric Vehicle
and Electric Power at 132kV”

+ Degree of Freedom w/ operand “Electric Vehicle”

Sequence-dependent Degree of Freedom

Fig. 4.22: Trimetrica’s Hetero-functional Adjacency matrix with all five layers of degrees of
freedom in a single plane.
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(Sequence-dependent) Degrees of Freedom of Trimetrica
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Fig. 4.23: Trimetrica’s Hetero-functional Adjacency Matrix presented as a five layer network.
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adjacency matrix. Then, the hetero-functional adjacency matrix for each of the infrastructure
systems in Trimetrica was visualized as a means to compare the adjacency matrix to the
physical topology. Lastly, all degrees of freedom were superimposed and coupled using the
hetero-functional adjacency matrix. The hetero-functional adjacency matrix was used as a

structural coupling of the three infrastructure layers with five different operand classes.

4.5 Controller Agency Matrix

The controller agency matrix is introduced in Section 3.3 on Page 86 as a means to differ-
entiate between two systems of equivalent capabilities but different control structure. The
Trimetrica test case contains a control structure that includes a water utility, an electric
power utility, and an end user as its control agents. This example is succinct, but it highlights
the importance of including the control structure when modeling interdependent smart city
infrastructure systems. As a consequence of the systems’ integrated nature, the legacy
control structures have to cooperate. The controller agency matrix facilitates the holistic
operation, because it clarifies the relation between physical resources and their controllers.

For the construction of the controller agency matrix, the section first expands the existing
set of system resources to include Trimetrica’s cyber-resources. Based on this expanded
set, the controller agency matrix is calculated. Lastly, the section discusses the relationship

between the cyber-resources and the degrees of freedom.

4.5.1 Expansion of System Resources

In Section 4.3, Trimetrica’s set of system resources Rg- was defined with size 1,223.
However, the section based itself on the definition of the physical resources Rpg, without
including the system cyber-resources Qgc. Following the expansion of the system resources
in Section 3.3 to include the cyber-resources, the set of Trimetrica’s system resources is

redefined to RSC = Rpsc U QSC = MSC U BSC UHSC U Qsc.
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Trimetrica’s cyber-resources Qg are a combination of the dependent and independent
cyber-resources, Qpsc and Qg respectively. For the Trimetrica test case, three types of

cyber-resources have been defined:

1. Water Utility: the water utility manages the water treatment facilities and the water

distribution network (water pipelines and water storage facilities).

2. Electric Power Ultility: the electric power utility manages the power generation facility,

the substations and the power transmission lines.

3. End Users: the end users are individuals who drive their electric vehicles on roads
(with or without charging) and intersections, and consume power and water at home

or in the office®.

As a result of this definition, none of the physical resources have an internal (or dependent)
cyber-resource. Qpgsc = 0. The three cyber-resources are all distinct from the physical
resources under their respective jurisdictions, and consequently are incorporated in the set
of independent cyber-resources Q;sc. The final set of Trimetrica’s system resources Rgc,
therefore, has a size of 1,223+3=1,226 as it adds three independent cyber-resources to the

set defined in Section 4.3.

4.5.2 Smart City Controller Agency Matrix

The controller agency matrix is defined in Definition 3.18 on Page 87 as a binary matrix
of size (Rp) x o (R), whose element A(vy,v,) is equal to one when the resource r,, € R
has control jurisdiction over the physical resource r, € Rp. For Trimetrica, the resulting
controller agency matrix Agsc has a size of 1,223 x 1,226 with 2,446 filled elements.

However, for modeling convenience, each physical resource is under the jurisdiction of a

8Note that the test case has chosen a simplified representation of the ‘end users’, as a single aggregated
cyber-resource. One can also decide to represent each of the end users as a separate cyber-resource. However,
the current representation has been chosen to reduce the complexity of the visualizations and maintain intuition.
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single independent cyber-resource.

Agsc =| 19(Rp) | ZQSC] (4.12)

As aresult of this characteristic, the matrix can be reduced to ZQ sc With asize of 0(Rpgc) %

0(Qrsc) =1,223 x 3 with 1,223 filled elements.

4.5.3 The relation between the Controller Agency Matrix and the Hetero-

functional Adjacency Matrix

The previous two sections defined Trimetrica’s interdependent smart city infrastructure
system from a structural perspective using degrees of freedom and sequence-dependent
degrees of freedom to create the Hetero-functional Adjacency Matrix. The structural degrees
of freedom represent a mapping of the system processes onto the system resources. The
controller agency matrix defines the control relation between the cyber-resources and the
physical resources. Consequently, the controller agency matrix implies a coupling of the
physical resources’ degrees of freedom. The controller agency matrix can, therefore, be
expanded to couple the controller agents to the hetero-functional adjacency matrix, with
matrix A, Qsc:

Agsc =Agsc®1°P) (4.13)

where XQ sc has size 0(R)o(P) x 0(Q) Additionally, this matrix can be projected to create

XQ sc, so that controller agents are coupled to the projected set of capabilities.
Agsc =Ps(Agsc®1°")) (4.14)

where ZQSC has size £ X 0(Qgc) = 1,991 x 3 with 1,991 filled elements.
Conventionally, jurisdiction has been imposed upon physical resources without con-

sideration of their functions. For example, the water utility controls not just the water
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treatment facility but also parking permits. Therefore, it determines who is allowed to park
and charge at the water treatment facility’s parking lot. Consequently, the system degrees of
freedom associated with transportation or electric power may be uncoordinated with those
infrastructures.

The controller agency matrix is represented in Figure 4.24 on Page 175 as a coupling
between cyber-resources and system degrees of freedom. Combining this coupling (found
in Figure 4.24 on Page 175) with the hetero-functional adjacency matrix in Figure 4.23 on
Page 170 yields an integrated picture of cyber-physical couplings in Figure 4.25 on Page
176.

4.6 Controller Adjacency Matrix

Section 3.4 on Page 92 introduced the Controller Adjacency Matrix as the third of three
types of interfaces identified by Hetero-functional Graph Theory. The first interface type is
captured by the Hetero-functional Adjacency Matrix, and addresses the interface between
physical capabilities. The second interface is captured by the Controller Agency Matrix
and addresses interface between the physical resources and cyber-resources. The Controller
Adjacency Matrix captures the third and final interface; and addresses the cyber-interface
between the cyber-resources. The controller adjacency matrix in Definition 3.19 is a binary
matrix of size 0(Q) x o(Q). Its elements A (vq,v,) are equal to one when cyber-resource
ry, € Q passes information to cyber-resource r,, € Q.

Trimetrica’s set of cyber-resources Qg = {water utility, electric power utility, end
user}, was introduced previously in Section 4.5. Consequently, the controller adjacency
matrix Acgc has a size of 3 x 3. The matrix captures all cyber-interfaces between the

cyber-resources, and, therefore, all elements are connected.

* The End Users (physically) draw electric power and water from the respective systems.

The physical exchange is facilitated by information about payments, location, and
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Trimetrica’s Controller Agency Matrix with Degrees of Freedom
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Fig. 4.24: Trimetrica’s Controller Agency Matrix: It presents the control relations between
the independent cyber-resources in the top-left and the degrees of freedom under their
jurisdiction.

consumption.

» The Water Utility provides potable water to the end users. This physical exchange is
enabled by a payment system, and water consumption measurement devices. Note that

the water utility also draws electric power for its water treatment facilities. Therefore,
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Trimetrica’s Controller Agency Matrix with Hetero-functional Adjacency Matrix

12 E;;u:ﬂ;é::é:ug;gnuﬂ:;nn;g

N 2By

8 § 2% gor” Pgmung® od §
g Oo0o o U"U gﬂn

6 g o #Rmma/ jo g

s o g
a llf nu mmwn ﬂ%n E

2 ESimed® A6 Lf
85° fsad o@ 28
870, §B™ %% 78

0 oo %o000o0o0on  ooooa” oo

12

o
10

o

’
6 o

s [Fremeroervum |
2

0

12
10
8
6
4
2
0
12 X
X
10 »
X
8 X
¥
6 X
X
4 : Legend:
2 ol O Cyber-resource
X
0 p Degree of Freedom w/ operand
12 4% “Potable Water”
10 + 1 7 / ) Degree of Freedom w/ operands “Potable
b (4 4“ / Water and Electric Power at 132kV”
4 ¥/
8 3 A -:-1 ° Degree of Freedom w/ operand
6 4 -+ 4 “Electric Power at 132kV”
: : : x Degree of Freedom w/ operands “Electric Vehicle
4 ¢ 7 7 and Electric Power at 132kV”
4 & 4
2 ¢ L + Degree of Freedom w/ operand “Electric Vehicle”
0 ] P %y Sequence-dependent degree of freedom
0 2 4 6 8 10 12 Interface between cyber-resources and DOFs

Fig. 4.25: Trimetrica’s Controller Agency Matrix superimposed on the Hetero-functional
Adjacency Matrix: The gray edges represent the control relations between the independent
cyber-resources and the degrees of freedom under their jurisdiction. The green edges
represent the sequence-dependent degrees of freedom as calculated in Section 4.4.

there is also a direct cyber-interface between the water utility and the electric power

utility.

 The Electric Power Utility supplies electric power to the end users and the water utility.

The physical exchange is facilitated by information about electric power consumption
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patterns and a payment system.

As aresult of these interactions, all 9 elements in Trimetrica’s controller adjacency matrix
are filled.

Figure 4.26 presents an overview of the three cyber-resources in the Trimetrica test
case, with their respective cyber-interfaces. Logically, all three cyber-resources are directly

connected.

Trimetrica’s Controller Adjacency Matrix

Water Utility
?
2]
>
%]
=9
o

& Electric Power Utility

GPS X

Legend:
QO  Cyber-resource

Cyber-interface between cyber-resources

Fig. 4.26: Trimetrica’s Controller Adjacency Matrix: It presents the informatic interfaces
between the cyber-resources.

Figure 4.27 on Page 178 superimposes the controller adjacency matrix on Figure 4.25
as introduced in Section 4.5. The figure now shows all three types of interfaces between

physical, and cyber-resources in Trimetrica.

4.7 Service as Operand Behavior

The previous sections discussed the control structure of Trimetrica’s independent smart city
infrastructure system. This section continues by describing the operands in Trimetrica as
they move through the city’s structure to deliver services. This section draws on the theory

presented in Chapter 3.5 on Page 95. The section first discusses Trimetrica’s service delivery
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Trimetrica’s Controller Adjacency Matrix, Controller Agency Matrix, and
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Fig. 4.27: Trimetrica’s Controller Adjacency Matrix superimposed on Figure 4.25, which
includes the Controller Agency Matrix and the Hetero-functional Adjacency Matrix. The

red edges represent the cyber-interfaces between the cyber-resources.

in SysML. Thereafter, it derives the service nets for Trimetrica, which are then translated to

a service graph. The following section couples the service graph to the hetero-functional

adjacency matrix.
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4.7.1 Service delivery in SysML

Trimetrica contains infrastructure to deliver three types of services in the smart city:
1. potable water for consumption of any kind,
2. electric power for consumption or work of any kind, and
3. electric transportation.

As introduced in Chapter 3.5, the operand state can be represented in SysML using State
Machines.

The state machine for the first service, “deliver potable water", is displayed in Figure

4.28. The state machine contains three activities. The activity “freat water()" achieves two
goals. First, it injects water into the potable water system, changing the state of water from
“outside the potable water system" to “within the potable water system". Second, the water
is transformed from its input state of surface water, to the state “is potable". The activities
“consume hot water()" and “consume cold water()" oppose the first activity. They withdraw
potable water from the potable water system and change its state from “potable water" to

“hot waste water" or “cold waste water" respectively.

state machine Deliver Potable Water [ | =] Deliver Potab\eWaleru

within Potable Water
System
consume hot water()

treat water(

is Potable

consume cold water()

Fig. 4.28: State Machine for the Service “Deliver Potable Water" in the Trimetrica Interde-
pendent Smart City Infrastructure System.

The state machine for the second service, “deliver electric power", is displayed in Figure

4.29. The state machine contains seven activities. The activity “generate power()" changes
the state of the energy from outside the system to “within the electric power system" and
changes the state also to “electric power at 132kV". Note that power generation would,

for example, take natural gas as its input from outside the system boundary. The other six
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activities all withdraw electric power from the electric power system, either by virtue of an
activity in another infrastructure system, or, for example, to drive appliances at home or in
the office. Naturally, the state of the electric power is changed as it is used for heat, work, or

to charge an EV.

state machine Deliver Electric Power [ =/ Deliver Electric Poweru

consume power O

for water heating()

Gonsume power for >©®

water treatment()

within Electric Power
System

generate power()

power at 132kV |

consume power for
appliances()

consume power for
water storage()
is electric

consume power for

wireless charging EV's() .

consume power for

wired charging EV's() .

Fig. 4.29: State Machine for the Service “Deliver Electric Power" in the Trimetrica Interde-
pendent Smart City Infrastructure System.

The last state machine for the service “Deliver Electric Vehicle" is displayed in Figure

4.30. The state machine contains three activities. Other than the previous two services, the
state machine for deliver EV has two input activities. The EV is charged either wirelessly via
induction charging in the electrified roads or by wire using the charging stations throughout
Trimetrica. These activities take the electric power from power grid and change the state of
the EV’s battery. Note that it would be more appropriate to use a continuous state for the
EV because the state of its battery is not discrete. However, for simplicity of presentation
the state machine representation is used. The activity “discharge EV by driving()" depletes
the battery as the EV drives through the Trimetrica system. The work done by the vehicle is

dissipated as heat and movement outside the system boundary.

4.7.2 Service delivery using Petri nets

The SysML diagrams provide detailed insight in the nature of each of the services. However,
the SysML diagrams don’t lend themselves to quantitative analysis. Therefore, hetero-

functional graph theory introduces Petri net-based service nets. Service nets facilitate the
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state machine Deliver EV[ = Deliver Evy

within Electrified
Transportation System

charge EV wirelessly()

is Charged

discharge EV by driving()
charge EV w. wire()

Fig. 4.30: State Machine for Service “Deliver Electric Vehicle" in the Trimetrica Interdepen-
dent Smart City Infrastructure System.

capture of the potentially complex behavior of operands quantitatively.

Service Net - Deliver Potable Water

Fig. 4.31: Service net for the Service “Deliver Potable Water" in the Trimetrica Interdepen-
dent Smart City Infrastructure System.

The service net for the service “Deliver Potable Water" is presented in Figure 4.31. The

figure shows four states of the operand with five transitions that evolve the state. The states

of water are:
1. Sy;,: Surface water
2. §,,: Potable water
3. §3;,: Hot waste water

4. Sy4),: Cold waste water
The five transitions are:
1. &y, Treat water

2. &y,: Maintain potable water”

9The addition of a single “maintain operand state" transition for each place is absolutely necessary once
holding processes of a transformative nature are added to the model. This has been discussed on Page 99.
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3. &3y, Store potable water
4. &4, Consume hot water
5. &s;,: Consume cold water

Note that the system boundary is indicated using a blue striped box. Transitions &, ,
&y4y,> and &), are located on the edge of the system. They import and export the operands
across the system boundary. Additionally, states Sy; , S3;,, and Sy, are depicted outside the

system boundary. These states provide context to the service net and support the reader’s

intuition.

Service Net - Deliver Electric Power

Fig. 4.32: Service Net for the Service “Deliver Electric Power" in the Trimetrica Interdepen-
dent Smart City Infrastructure System.

The service net for the service “Deliver Electric Power" is presented in Figure 4.32. The

figure shows eight potential states of the operand with eight transitions that evolve the state.

The states of power are:

1. §y;,: Fuel
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2. 8y,
3. Sz,
4. Sy,
5. 851,
6. Sel,:
7. 871,

8. 5812:

Electric power at 132kV

Work for water treatment

Heat for hot water consumption

Work for water storage

Electric power for appliances

Power for wireless charging of EVs

Power for wired charging of EVs

The eight transitions are:

Note that the system boundary is indicated using a blue striped box. All transitions except
&y, are located on the edge of the system such that they import and export the operands
across the system boundary. Additionally, all states except Sy, are depicted outside the

system boundary. These states provide context to the service net and support the reader’s

intuition.

: Generate power

: Maintain electric power at 132kV

: Consume power for water heating

: Consume power for water treatment

: Consume power for water storage

: Consume power for appliances

: Consume power for wireless charging of EVs

: Consume power for wired charging of EVs
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Service Net - Deliver EV

23 & @
S 303 413
&
203 Trimetrica |

Fig. 4.33: Service Net for Service “Deliver Electric Vehicle" in the Trimetrica Interdependent
Smart City Infrastructure System.

The final service net is for the service “Deliver EV" as presented in Figure 4.33. The
figure shows four states and four transitions. The states represent the “state-of-charge" of

the electric vehicle. Consequently, the states are the following:
1. §y;,: Electric power at wireless charger
2. Sy, Electric power at wired charger
3. S3y,: State-of-charge electric vehicle
4. S41,: Work as movement of electric vehicle
And the transitions are the following:
1. &yy,: Charge EV wirelessly
2. &,: Charge EV by wire
3. &3;,: Maintain state-of-charge EV
4. &y, Discharge EV by driving

Note that the states in this service net are presented differently from those presented
in the previous service nets. The state S3;, represents state-of-charge in the battery of an
electric vehicle as a rational number rather than as an integer. Consequently, a different

type of Petri net is necessary [250]. Continuous Petri nets allow for the division of markers
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into tokens to emulate a continuous behavior. It facilitates the non-discrete behavior of the
electric vehicle’s state of charge. The remaining states in the system are outside the system

boundary and are also considered continuous for consistency.

4.7.3 Service Delivery as Service Graph

Thus far, services have been modeled as service (Petri) nets. Service activities have been
represented as transitions. As discussed in Section 3.5.2, the adjacency of these transitions

is calculated using a dual adjacency matrix:
Ay, = MM, (4.15)

where M lt is the positive incidence matrix of the service net, M l: is the negative incidence
matrix of the service net, and both have a size of 0(S;;) x 0(&};). The resulting matrix A,
has a size of 0(€},) x 0(£},), and shows the feasible sequences in the service net. Visually,
such a graph has the transitions as nodes and the directed arcs represent their adjacency.
Each of the transition adjacency matrices is now calculated. Note that the incidence matrices
only consider the places and transitions within the system boundary.

The service “Deliver potable water" has an incidence matrix of size o/(S;, )x0 (€},) = 1x5.

The size of the transition adjacency matrix Ar;, is 0(&),) x 0(&;,) = 5 x 5 with 12 filled
elements. Figure 4.34 shows the visualization of At) . When compared with the service net
in Figure 4.31, the service graph closely resembles its transition structure.

The service “Deliver electric power" has an incidence matrix of size o (S,) x 0(&},) =

1 x 8. The size of the transition adjacency matrix Ay, is 0(&},) x 0(&;,) = 8 x 8 with 14
filled elements. Figure 4.35 shows the visualization of Ar;,. When compared with the
service net in Figure 4.32, the service graph closely resembles its transition structure.

The service “Deliver electric vehicle" has an incidence matrix of size o (Sy,) x 0(€},) =

1 x4. The size of the transition adjacency matrix Ay, is 0(&1,)x 0 (&),) = 4x4 with six filled
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Service Graph: Deliver Potable Water
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Fig. 4.34: Service Graph for the Service “Deliver Potable Water" in the Trimetrica Interde-
pendent Smart City Infrastructure System.

Service Graph: Deliver Electric Power
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Fig. 4.35: Service Graph for the Service “Deliver Electric Power" in the Trimetrica Interde-
pendent Smart City Infrastructure System.

elements. Figure 4.36 (on Page 187) shows the visualization of Ar;,. When compared with

the service net in Figure 4.33, the service graph closely resembles its transition structure.
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Service Graph: Deliver EV
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Fig. 4.36: Service Graph for the Service “Deliver Electric Vehicle" in the Trimetrica
Interdependent Smart City Infrastructure system.

4.8 Service Feasibility Matrix

This section defines Trimetrica’s service feasibility matrix as the coupling of the engineering
system to its services. Chapter 3.6 on Page 102 first introduced the service feasibility matrix.
This section first provides the SysML description of the coupling between system structure
and service delivery. Thereafter, it uses hetero-functional graph theory to describe the
coupling explicitly.

SysML generally uses state machines to describe the state of operands in the system, as
discussed in Section 4.7. On the other hand, the activities of the system are described in
the activity diagram. In SysML, the state machines are not explicitly coupled to the activity
diagram. The coupling of the activity diagram and the state machine is a result of both
models describing the same system from different viewpoints. A triggered transformation
process in the activity diagram evolves the state of the operand in the state machine. The
coupling in SysML is, therefore, implicit.

Hetero-functional Graph Theory, however, describes the coupling between the service
transitions and the transformation processes explicitly using the service feasibility matrix.

Section 4.7 defined a separate service net for each service in Trimetrica. Consequently, each
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of these services has a separate service feasibility matrix as well. The size of the service
feasibility matrix is defined in Section 3.6 in Definition 3.25 on Page 104 as o(&};) X o(P)
where I; € L is the selected service. Its elements equal 1 if e, realizes system process p,,.

Thus far, the service feasibility matrix has been defined such that it couples the service
activities to the system processes. However, the system structure has been defined using
degrees of freedom as a mapping of system function onto system form. Consequently, by
mapping the service feasibility matrix onto the system resources, the coupling allows for a
direct link between the capabilities in the system and the service activities, as demonstrated
in Equation 4.17. The resulting matrix Ki has size o(&},) x 0(R)o (P). For the purpose of
this work, this matrix can be projected to map the service activities to the projected set of

capabilities, as follows in Equation 4.18. Matrix Xi has size o (&},) x 0(Es).

Ajse = [Aw‘ | Ayi®ﬂa<P,,>T] (4.16)
Aisc =1"RT @ Ajs¢ (4.17)
Aisc = (1T @ Ajsc ) PT (4.18)

The section now continues to define each of the projected service feasibility matrices for the
three services in Trimetrica.

The derivation of the service feasibility matrices follows four steps: first, the service
transformation feasibility matrix and service transportation feasibility matrix are derived
for each of the services. Second, Equation 4.16 is used to calculate each of the service
feasibility matrices. Third, Equation 4.17 maps the service feasibility matrix onto the system
adjacency matrix. The last step projects the service feasibility matrices to map onto the
degrees of freedom using Equation 4.18. Each of these steps is performed for each of the

services in Trimetrica.
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4.8.1 Deliver Potable Water

The service transformation and transportation feasibility matrices for the service “deliver
potable water" are derived from the mapping of service activities onto system processes.
The set of service transitions for the service “deliver potable water" has a size of five and
is defined as: & = {treat water, maintain potable water, store potable water, consume
hot water, consume cold water}. The set of transformation processes in Trimetrica is

P

usC = {treat water, generate electric power, consume hot water, consume cold water,

consume electric power}. The service transformation feasibility matrix A ,;, has a size of
0(&),) X Bysc = 5 x5 and contains three filled elements. The set of holding processes in
Trimetrica is Py, sc = {carry potable water, carry potable water while consuming electric
power, carry electric power at 132kV, carry electric vehicle without affecting battery, carry
electric vehicle while discharging, carry electric vehicle while charging by wire, carry
electric vehicle while charging wirelessly}. The service transportation feasibility matrix
Ay, has asize of 0(&),) x P,sc = 5% 7 and contains two filled elements.

Based on the service transformation and transportation feasibility matrix, Equations
4.16,4.17, and 4.18 calculate the (1) service feasibility matrix, (2) service feasibility matrix
projected to the system adjacency matrix, and (3) service feasibility matrix projected to the

degrees of freedom respectively:

1. A, has asize of 0(&;,) x 0(Psc) = 5x703,428. It contains 200,981 filled elements.

2. KISC has asize of (&}, )x0(Rsc)o(Psc) = 5%860,292,444. It contains 245,799,763

filled elements.

3. 7\15(; has a size of 0(&;,) x 0(Es) = 5% 1,991. It contains 440 filled elements.

4.8.2 Deliver Electric Power

The second service is “deliver electric power." The set of service transitions has a size of

eight and is defined as: £}, = {generate electric power, maintain potable water, treat water,
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consume hot water, store water, consume electric power, charge EV wirelessly, charge
EV w/ wire}. The set of transformation processes in Trimetrica is P,sc = {treat water,
generate electric power, consume hot water, consume cold water, consume electric power}.
The service transformation feasibility matrix A, has a size of o (&) % Pysc =8x5and
contains four filled elements. The set of holding processes in Trimetrica is P, sc = {carry
potable water, carry potable water while consuming electric power, carry electric power
at 132kV, transport electric vehicle without affecting battery, transport electric vehicle
while discharging, carry electric vehicle while charging by wire, carry electric vehicle
while charging wirelessly}. The service transportation feasibility matrix A,,;, has a size of
0 (&1,) x Pysc = 8 x 7 and contains four filled elements.

Based on the service transformation and transportation feasibility matrix, Equations
4.16, 4.17, and 4.18 calculate the (1) service feasibility matrix, (2) service feasibility matrix
projected to the system adjacency matrix, and (3) service feasibility matrix projected to the

degrees of freedom respectively:
1. Ay, has asize of 0(&;,) x 0(Psc) = 8 x703,428. It contains 401,960 filled elements.

2. Xzsc has a size of 0(£},)x0(Rsc)o(Psc) = 8x860,292,444. It contains 491,597,080

filled elements.

3. A,sc has a size of o(&,)x0(Es) =8x1,991. It contains 883 filled elements.

4.8.3 Deliver Electric Vehicle

The third service is “deliver electric vehicle." The set of service transitions has a size of four
and is defined as: &, = {charge EV wirelessly, charge EV w/ wire, maintain state-of-charge
EV, discharge EV}. The set of transformation processes in Trimetrica is P,sc = {treat
water, generate electric power, consume hot water, consume cold water, consume electric
power}. The service transformation feasibility matrix A ), has asize of o(),)xP,sc = 4x5

and contains zero filled elements. The set of holding processes in Trimetrica is P,sc =
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{carry potable water, carry potable water while consuming electric power, carry electric
power at 132kV, transport electric vehicle without affecting battery, transport electric vehicle
while discharging, carry electric vehicle while charging by wire, carry electric vehicle
while charging wirelessly}. The service transportation feasibility matrix A, has a size of
0 (&) x Pysc =4 x 7 and contains four filled elements.

Based on the service transformation and transportation feasibility matrix, Equations
4.16,4.17, and 4.18 calculate the (1) service feasibility matrix, (2) service feasibility matrix
projected to the system adjacency matrix, and (3) service feasibility matrix projected to the

degrees of freedom respectively:
1. Ay, has asize of (&) x 0(Psc) = 4x703,428. It contains 401,956 filled elements.

2. Assc hasasize of 0(&),)xa(Rsc)o (Psc) = 4x860,292, 444. It contains 491,592,188

filled elements.

3. Ajssc has a size of o (&) x0(Es) =4x1,991. It contains 950 filled elements.

4.8.4 Visualizing the service feasibility matrix

As the service feasibility matrices describe the interface between the service graphs and
the smart city capabilities, they can be represented as bipartite graphs. The rows of each of
the service feasibility matrices represent the service transitions, and the columns represent
the degrees of freedom. Since the service feasibility matrix is a bipartite graph, it can be
visualized. Figure 4.37, on Page 192 couples the service graphs to the system capabilities,
in a way similar to the coupling of the controller agents to the system capabilities. Note
that many of the degrees of freedom realize more than one service transition. For example,
the capability “treat water at water treatment facility 1" realizes the service transition “treat

water" in both the “deliver potable water" and the “deliver electric power" services.
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Trimetrica’s Degrees of Freedom, Service Graphs, and Service Feasibility Matrix

12
Legend:
T
© Service Activity
8 Degree of Freedom w/ operand
6 “Potable Water”
Degree of Freedom w/ operands “Potable
4 Water and Electric Power at 132kV”
2 ° Degree of Freedom w/ operand
“Electric Power at 132kV”
0 ., Degree of Freedom w/ operands “Electric
12 ‘Vehicle and Electric Power at 132kV”
Degree of Freedom w/ operand “Electric
10 + L
Vehicle’
8 Service feasibility interface with DOF
Service Path
6
4
2
0
12
10
8
6
4
2
0 5
12 XXX XXX XXX XX XX
] X
10 X X X, X, X
R
8 x )%x )éx x
X X
x o o a0 X
x x
X sz b X
x g" x
xR Kx Kk x
L] X
XX XX XX XXX XXXNX
oo

b
b

ke
S om
0 2 4 6 8 10 12 v
Fig. 4.37: Trimetrica’s Service Graphs and the Service Feasibility Matrix: The service
graphs are represented in the bottom-right corner of the figure and are drawn from Figures
4.34, 4.35, and 4.36. The service feasibility matrix is the interface shown in yellow between

the service graphs and the degrees of freedom.

4.9 System Adjacency Matrix

So far, this chapter has introduced the Trimetrica test case, and described its structure,
control, and services using the first six mathematical models in hetero-functional graph
theory. This section integrates the six models into the system adjacency matrix for the

Trimetrica case study. The system adjacency matrix was first introduced in Chapter 3.7 on
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Page 112. This section first briefly revisits the elements of the system adjacency matrix,
before going into detail. The second part of this section visualizes the system adjacency

matrix as the hetero-functional graph for Trimetrica.

4.9.1 Trimetrica’s System Adjacency Matrix

Equation 3.66 on Page 112 introduced the system adjacency matrix. For the Trimetrica test

case, the system adjacency matrix A g is:

Ap A, 0
Asc=|Ap A, Ay (4.19)
0 Ac, Ac

The system adjacency matrix describes Trimetrica’s capabilities, control model, service
model. Each of the blocks on the diagonal describes the core of those three pillars. The
capabilities are described by the hetero-functional adjacency matrix A, the control model
is described by the controller adjacency matrix A, and the operand behavior is described
by A;. The control model is then coupled to the structural model by virtue of the controller
agency matrix, as captured by A ,c and Ac,. The service model is coupled to the structural
model by virtue of the service feasibility matrix Ay and its transpose. Equation 4.20
calculates the projected system adjacency matrix for the Trimetrica test case. This section

continues to use the projected system adjacency matrix for its calculations.

Ap A, 0
K‘SC: :&pL AVPSC ch (420)

0 A, Acsc

Block A, psc: The hetero-functional adjacency matrix is the core of the system adjacency
matrix, because it contains all system capabilities and their feasible sequences. It is defined
in Section 4.4 on page 161. As mentioned previously, because the system adjacency

matrix is projected, it dictates the sizes of the coupling matrices. The size of Zp isEgxEg =
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1,991x1,991, and the number of filled elements in Zp is the number of sequence dependent
constraints: 8,274.

Block Acsc: The controller adjacency matrix describes the cyber-interfaces between
the cyber-resources in Trimetrica. It is calculated in Section 4.6 on page 174. The controller
adjacency matrix has size 0(Qgc) X 0(Qgc) = 3 x 3. The number of filled elements is 9.

Block A;: The upper left block of the system adjacency matrix describes the service
model. It takes the service activities as nodes and shows the logical coupling between them.
Equation 3.68 on Page 114 introduces the block diagonal form of the matrix so that each

service behavior is uncoupled for the next. For the Trimetrica test case, matrix A is:

Ar, 0 0
Ap=1 0 Ap, 0 4.21)
0 0 Ar,

The elements A, are calculated in Section 4.7.3 on Page 185. The size of A is 21-3:1 o (&)
?:1 0(&;,) = 17 x 17. The number of filled elements is 32.

Block ch and Kc p¢ These two block matrices couple the structural degrees of freedom

in Apsc and the independent cyber-resources Qgc. Equation 4.14 on Page 173 calculates

the projected controller agency matrix for the Trimetrica test case:
Kpc = ZQSC = IP(ZQSC ® ]lG(P)) (422)

where ;fpc has a size of Egx0(Qgc) = 1,991 x 3. The matrix contains 1,991 filled elements.
The Trimetrica test case does not differentiate between sensing and actuation signals, and,

therefore, matrix ch is:

Acp=Alc (4.23)

where /ch has size 0(Qgc) X Eg =3 x 1,991 with 1,991 filled elements.

Block A, and A, : These matrices capture the coupling of Trimetrica’s service nets
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with the system structure. In Chapter 4.8, the service feasibility matrices were separately
introduced for each service. However, the system adjacency matrix includes the service
nets as a combination of each of the separate service graphs, which requires that the
service feasibility matrices are combined as well. Using Equation 3.72 on Page 115, the

concatenation of the service feasibility matrices follows:

Aisc
T —_—

pL) =[Assc (4.24)

Assc

ALp = (A

Ajsc

:&Lp = (:&pL)T = KZSC (4.25)

_K3sc_
where Ap, has asize of Y.7_; 0/(€},) x Es = 17 x 1,991 with 440 + 883 + 950 = 2,273 filled
elements.

In conclusion, after the discussion of each of the seven block matrices within the system
adjacency matrix, the total number of filled elements is calculated to be: 8,274+ 9+ 32 +
1,991 +1,991 +2,273+ 2,273 = 16,843. The size of the system adjacency matrix Ag¢

1S:

3 3
[Za(&» +0(Rp)o(P)+ a(Q)} x [Za(&,»)m(Rp)o(P) * G(Q)} =

i=1

860,292,464 x 860,292,464 (4.26)

And the size of the projected system adjacency matrix A sC 1s:

3 3
[Za(&i) +o(E) + a(Q)] X [Za(ai) +o(Eg) + G(Q)] =2,011x2,011  (4.27)
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Trimetrica’s System Adjacency Matrix
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Fig. 4.38: The System Adjacency Matrix for the Trimetrica Interdependent Smart City
Infrastructure System Presented as a Hetero-functional Graph.
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4.9.2 Hetero-functional Graph Visualization

The system adjacency matrix describes the full Trimetrica interdependent smart city infras-
tructure test case in a single adjacency matrix. Consequently, the matrix can be represented
as a graph. Intuitively, this chapter has presented pieces of the system adjacency matrix as
each of the couplings were made. Figure 4.23 presented the hetero-functional adjacency ma-
trix as a five layer network, with degrees of freedom as its nodes, and sequence-dependent
degrees of freedom as the edges. Thereafter, the controller agency matrix coupled the
cyber-resources to the degrees of freedom graphically in Figure 4.27. After the control

structure, the operand behavior was defined and coupled to the hetero-functional adjacency

196



matrix as depicted in Figure 4.37. Finally, these different visualizations are pieced together
in Figure 4.38, which presents the hetero-functional graph, a visual representation of the

system adjacency matrix.

4.10 Discussion

This chapter has demonstrated the theoretical discussion of hetero-functional graph theory
on an illustrative example. It has shown that an interdependent smart city infrastructure
system with an arbitrary topology can be modeled using hetero-functional graph theory.
First, the chapter provided a background of the development of a test case in Section 4.1.
The primary advantage of test cases is that they facilitates the standardized comparison
of different modeling and analysis methods. In Section 4.2, the Trimetrica test case was
introduced. It delivers three services to the residents of the city by virtue of an interdependent
physical infrastructure and a control structure.

After the introduction of the Trimetrica test case, Section 4.3 calculated the system
knowledge base as the first model of hetero-functional graph theory so as to identify the
capabilities in the smart city. These capabilities were consequently coupled sequentially in
the hetero-functional adjacency matrix so as to identify the sequence-dependent degrees
of freedom in Section 4.4. In Section 4.5, the cyber-resources that control Trimetrica’s
physical resources were related to the system’s capabilities within a controller agency matrix.
These cyber-resources also interface with one another. Therefore, Section 4.6 introduced
the controller adjacency matrix as a type of social network. The delivered services are
captured using the service nets in Section 4.7, which were consequently coupled to the
system capabilities using the service feasibility matrices in Section 4.8. Finally, the System
Adjacency Matrix succeeded to integrate all of the independent mathematical models, and
generate a cyber-physical system adjacency matrix in Figure 4.38. The overview of the

respective matrices with their respective sizes and filled elements is displayed in Table 4.2
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on page 199.

This chapter has, therefore, demonstrated hetero-functional graph theory as a means of
representing a smart city with three interdependent infrastructures. The work also shows
that the incremental extension from two to three infrastructures is of permutation complexity.
Whereas as two infrastructures interact in two ways, three infrastructures can interact in
up to six ways. The Trimetrica test case, for example, required five operand layers to fully
capture the interactions between infrastructures. In this sense, the work emphasizes the
ability of hetero-functional graph theory to handle an arbitrary number of discipline-specific
infrastructure. Finally, the broad versatility of hetero-functional graph theory is supported

by its ontological foundations.

4.10.1 Ontological Analysis of Hetero-functional Graph Theory

The foundation of hetero-functional graph theory is specifically built on the ontological
properties of soundness, completeness, lucidity, and laconicity, introduced in Section 2.3.1
on Page 43. Recall that the traditional application of graph theory violates the properties
of completeness and lucidity as it (1) fails to represent the complete set of concepts in the
domain abstraction with modeling primitives, and (2) overloads modeling primitives with
multiple domain concepts.

Hetero-functional graph theory maintains the four ontological properties to ensure an
isomorphic representation of the conceptual abstraction. The diverse nature of large flexible
engineering systems require a diverse language, and the seven models in hetero-functional
graph theory provide the necessary breadth. All Large Flexible Engineering Systems
(LFESs) consist of a structural model, a controller model, and an operand behavior model.
The structure of an LFES is modeled using capabilities, as processes mapped onto resources,
and the hetero-functional adjacency matrix, as a definition of system sequence. The sets
of processes and resources are defined as mutually exclusive and collectively exhaustive,

which ensures an isomorphic representation of the physical structure.
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Table. 4.2: An Overview of Trimetrica’s Seven Mathematical Models of Hetero-functional

Graph Theory

Model and Section Matrix Size Filled El
Degrees of Freedom / Deer. £ freedom:
Capabilities Agsc | o(P)xo(Rp)=703,428x1,223 cgrees o reecom:
. 1,991
Section 4.3 on page 131
Sequence-dependent
Hetero-functional Adjacency _ degrees of freedom:
Matrix ApSC o(Rp)a(P)xo(Rp)o(P)=1860,292,444 x 860,292,444 8274
Section 4.4 on page 161
_ Sequence-dependent
ApSC 0(€g)x0a(Eg)=1,991x1,991 degrees of freedom:
8,274
Cyber-physical
Controller Agency Matrix | Agsc | o(Rp)xo(R)=1,223x1,226 interfaces:
. 2,446
Section 4.5 on page 171
Cyber-physical
- interfaces:
Agsc o(Rp)x0(Q)=1,223x3 1223
_ Cyber-physical
AQSC 0(€g)x0a(Q)=1,991x3 interfaces:
1,991
Controller Adjacency Matrix _ Cyber-interfaces:
Section 4.6 on page 174 Acsc o(Q)xo(Q)=3x3 9
Service sequences:
. ) ATI] o(fll)xn(fll):SXS 12
Serv1C§ as Operand Behavior Ay 0(Ep, ) x 0(E], ) =8x8 14
Section 4.7 on page 177 2 2 2
ATI3 0(513)xa(€[3):4x4 6
3 3
Ap Za(é‘]l )% Za(fli )=17x17 Service sequences:
i=1 i=1 32
Number of
0(511 )x0o(P)=5x703,428 filled elements:
Service Feasibility Matrix A, 0(512 )xo(P)=8x703,428 440
Section 4.8 on page 187 ! o(Ep,)xo(P) = 4x 703,428 883
3 950
3 Number of
ALP ZU(E[i )xo(fg)=17x1,991 filled elements:
i=1 2273
3 3
System Adjacency Matrix Agc Za(fl.)+d(Rp)a(P)+o(R) X o(&1.)+0(Rp)o(P)+0a(R) System Capabilities: 16,843
Section 4.9 on page 192 i=1 ! i=1 !
_ 3 3
Agc ZO(E!],)‘FJ(ES)‘FD‘(Q) X Zo(fli)+o(£5)+a(Q) System Capabilities: 16,843
i i=1
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The controller model consists of the controller adjacency matrix, as a social network,
and a controller agency matrix, which defines the cyber-physical interfaces with the physical
structure. The set of cyber-resources is a subset of the system resources, and is therefore also
mutually exclusive and collectively exhaustive within the system boundary. Additionally, the
set of processes includes the decision algorithms Py. Consequently, both the cyber-resources
and the cyber-processes are mutually exclusive, ensuring an isomorphic representation of
the control structure.

Finally, the operand behavior describes the services of the system. In this chapter, both
discrete and continuous states have been modeled with the service model. Consequently,
the service model facilitates the representation of a wide variety of services, which has
been demonstrated in the literature. The Preface provides a brief discussion of the wide
variety of application areas in which hetero-functional graph theory was applied. For an
in-depth discussion, the reader is referred to Chapter 6 in the book “A Hetero-functional
Graph Theory for Modeling Interdependent Smart City Infrastructure Systems" [5].

Throughout Chapters 3 and 4, the work assesses the need for formal constructs to
completely represent the conceptualization of the system. Additionally, it assesses if the
mapping between the formal constructs and the system conceptualization is one-to-one.

These assessments emphasize the ontological foundations of hetero-functional graph theory.

4.10.2 Comparison with Multi-layer Networks

Beyond the ontological strengths of hetero-functional graph theory, its application to in-
terdependent smart city infrastructures fulfills a pressing theoretical need. The theoretical
versatility required to model smart city infrastructure systems quantitatively has not been
realized previously. The multi-layer networks literature imposes constraints on the sys-
tems they model, as discussed by the extensive review of Kiveld et al. [95]. Naturally,
such constraints, as discussed in Section 2.2.2 on Page 37, limit the ability of multi-layer

networks to model an arbitrary number of arbitrarily coupled smart city infrastructures.
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Hetero-functional graph theory does not impose these constraints. For each of the eight
constraints identified by Kiveld et al., an example in the Trimetrica test case is provided to
show that hetero-functional graph theory is not similarly limited. To facilitate the discussion,
the three infrastructure systems in Trimetrica are considered to be the three layers of the

multi-layer network.

In Constraint 1, some “multi-layer networks" require all layers to have vertically aligned
nodes. Hetero-functional graph theory, however, does not impose such a requirement. For
example, Trimetrica contains substations that only appear in the electric power system
layer. Even if resources are geographically in the same location, they are not required to
be connected. For example, Resource 190 and Resource 269 represent a substation and an

intersection respectively. These have the same coordinates, but are not connected.

In Constraint 2, some “multi-layer networks" require disjoint layers. Hetero-functional
graph theory, however, does not impose such a requirement. Trimetrica has resources
that are part of more than a single infrastructure system. For example, houses with EV
chargers appear in the water distribution system, electric power system, and the electrified

transportation system.

In Constraint 3, some “multi-layer networks" require the same number of nodes in each
layer. Hetero-functional graph theory, however, allows for an arbitrary number of nodes
in each layer. For example, in the Trimetrica test case, the electric power system has 201
nodes, whereas the electrified transportation system has 169 nodes.

lnl()

In Constraint 4, some “multi-layer networks" require exclusively “vertical"'" inter-layer

couplings. Hetero-functional graph theory, however, allows for arbitrary couplings between

10K jveli et al. [95] refer to this constraint as “diagonal” couplings. This work adopts the term vertical to
more closely reflect the depiction in Figure 2.4.
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layers. For example, resource 6 is a house with an EV charger. This house consumes hot
water which draws power that arrives by power line. Consequently, there is a coupling
between the power line’s transport power capability and the house’s hot water consumption

capability, which is not a vertical coupling.

In Constraint 5, some “multi-layer networks" require that all nodes in a given layer
have identical couplings to nodes in another layer. Hetero-functional graph theory, however,
is able to represent multiple distinct couplings to nodes in another layer. For example,
in Trimetrica, Resource 1 couples the electric power system and the water distribution
system as it is a water treatment facility with an EV charger that consumes electric power
by virtue of its “treat water" process. However, Resource 6 also couples the electric power
system and the water distribution system as it is a house with an EV charger that consumes
electric power by virtue of its “consume hot water" process. The nature of these couplings

is fundamentally different, as the processes are distinct.

In Constraint 6, some “multi-layer networks" require that each node is connected to
all of its counterparts in other layers. Hetero-functional graph theory, however, does not
require that each node is connected to all of its counterparts. For example, in Trimetrica,
Resource 6 is defined as a House with an EV charger. The house has multiple, unrelated
capabilities, such as “park EV at House 6" and “consume cold water at House 6". These
capabilities are not sequentially coupled, as no sequence has been defined that couples the
two capabilities (as follows from Figure 4.11 on Page 145). Consequently, even if the re-

source is part of multiple layers, the components of that resource are not necessarily coupled.

In Constraint 7, some “multi-layer networks" limit the number of layers to two. Hetero-
functional graph theory, however, facilitates the modeling of an arbitrary number of layers.

For example, the Trimetrica test case consists of three infrastructure systems.
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In Constraint 8, some “multi-layer networks" require that each layer have no more than
one aspect. Hetero-functional graph theory, however, allows for an arbitrary number of
aspects in a layer. For example, the electrified transportation system has both conventional
roads and electrified roads. The electrified roads have fundamentally different characteristics

than the conventional road, but they are both represented within the transportation system.

4.11 Four-Layer Test Case

Section Abstract:

This section demonstrates the four-layer test case that was introduced in Chapter 2. This
section has been directly adopted from Appendix A, called “Representing a Four-Layer
Network in Hetero-functional Graph Theory", in the book “A Hetero-functional Graph

Theory for Modeling Interdependent Smart City Infrastructure” [5]. [ |

Smart cities create the need for greater integration between multiple infrastructures. Here,
it is important to note that the coupling between these multiple infrastructures may take on a
wide variety of potential topologies. In order to facilitate the diversity of interdependent
smart city infrastructure, a modeling language with great mathematical versatility is needed.
To that end, this book develops hetero-functional graph theory. Section 2.2.2 introduces a
four-layer network that violates the limitations imposed by the existing multilayer network
literature. This appendix discusses the four-layer network in more detail and presents the
derivation of its hetero-functional graph representation. The goal of this appendix is to
demonstrate that hetero-functional graph theory is able to represent a system that cannot be
modeled with other multilayer network methods. Furthermore, the model is ontologically
sound, complete, lucid, and laconic. Such a model is achieved by following the theory of

Chapter 2.2.2 closely. However, for a more detailed demonstration of hetero-functional
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graph theory, the reader is referred to the Trimetrica test case (Sections 4.2 through 4.10
in Chapter 4). This section proceeds as follows: first, it introduces the four-layer network.
Section 4.11.1 derives the system concept. Section 4.11.2 calculates the hetero-functional
adjacency matrix. Section 4.11.3 calculates the controller agency matrix. Section 4.11.4
derives the controller adjacency matrix. Section 4.11.5 derives the service model for the
four-layer network. Section 4.11.6 calculates the service feasibility matrices. Finally,
Section 4.11.7 integrates the 6 hetero-functional graph theory models to construct the system

adjacency matrix.
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Fig. 4.39: A Hypothetical Four Layer Network: It represents transportation, electric power,
and water distribution infrastructure with a super-imposed cyber-control layer. *: The foot
path is part of the Transportation System, but differs in modality from the other edges in
the system and is represented with a thinner edge. Its two-dimensional representation is
presented in Figure 4.40.

Figure 4.39 presents the four-layer example network as used in Section 2.2.2. The water
distribution network consists of three nodes and two edges. The water is supplied by the
water treatment facility in Node vg9. This water is consumed as cold potable water in the
house (Node vg), and as hot water for the hot tub (Node v;). The hot tub and the water
treatment facility are both connected to the electric power system, because their processes

require a supply of electric power.
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The electric power system consists of five nodes and four edges. The power plant in node
Ve supplies electric power for the electric power grid. The hot tub in the water distribution
system (node v() is also part of the electric power system, because it is receives electric
power from power line e;(. The water treatment facility in vg is physically connected with
electric power node v;. One could imagine a large site with an electric power supply at the
location of the offices, but the power for the water treatment process is supplied by cables
on-site, between the office and the water treatment process. Node vs represents an outlet in
the house to which, for example, an appliance is connected. The last node is the electric
vehicle charging station in node v3. The electric vehicle charging station is naturally also
part of the transportation system infrastructure.

The transportation system consists of four nodes and four edges. As mentioned, node
v3 is an electric charging station that facilitates electric vehicle charging. Nodes v, and v4
are parking lots that facilitate the storage of vehicles. Lastly, Node v; is a private parking
location at the house. Note that edge e4 differs from the regular roads; it is a footpath.
The transportation system thus contains two modes of transportation. As a result of the
two modalities in the transportation system, the end users of the system are able to switch
between these modalities. Consequently, the nodes v, and v, facilitate the transition from

travelling on foot to travelling by EV and back.

Legend:
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\Zx Parking Lot Power Line
V3: EV Charging Station === Road
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V¢: Power Plant
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Vg: Water Tap in House
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Fig. 4.40: 2D Presentation of a Hypothetical Four Layer Network: It represents transporta-
tion, electric power, and water distribution infrastructure from Figure 4.39.

The control structure of the four-layer network includes an end user in v 5 that controls

the nodes related to the house. Additionally, node v, is a separate end user who uses the hot
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tub. The water treatment facility is managed by the water utility, and similarly, the electric
power utility manages the power plant. Note that the electric power utility works with the
operator of the electric vehicle charging station to coordinate charging loads on the power
grid. Finally, node vy 4 represents the operator of the two parking lots.

Figure 4.40 provides a two dimensional representation of Figure 4.39, without the
control structure. The figure superimposes nodes that have physical couplings, such as the
house (Nodes vy, vs, and vg), and the water treatment facility (Nodes v, and vg). Other
nodes, such as the hot tub (Node v;() and parking lot 2 (Node vy4), are not superimposed to
emphasize that they are distinct. This new representation emphasizes the spatial topology of

the infrastructure network and lends itself for a clearer comparison later in the appendix.

4.11.1 System Concept

The first model in hetero-functional graph theory is the system concept. The system concept
maps system function onto system form. This section first discusses the system form of
the four-layer network and then continues the definition of its system function. Finally, the
mapping of the processes onto the resources is performed with the knowledge base. The
resource architecture adheres to the LFES architecture as described in Chapter 3. Figure
4.41 presents the resource architecture for the four-layer network. The system classifies
11 resources in nine interface classes. Note that parking lot 1 and parking lot 2 have
different connections. In contrast to parking lot 1, parking lot 2 connects to a footpath
and a road and should facilitate modality change of passengers between EV and traveling
on foot. The set of resources in the four-layer network is: R = M U BU H, of size:
0(R)=c(M)+0(B)+0o(H)=6+1+10=17.

The four-layer network activity diagram, as presented in Figure 4.42, is similar to the
activity diagram for the Trimetrica test case (Figure 4.11 on Page 145). The most notable
difference is the addition of the modality “carry pedestrian". In order to facilitate sequences

with a modality change, two transformation processes are added that allow for entering and
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package Modell[ | | FourLayer - Formu

Large Flexible Four-Layer M_E&M_W&
Engineering Network M_T
M_E&M W |, Water Treatment
Facility

Hot Tub

System

M_E&M_T b EV Charging
Station

M_E < Power Plant

M_T b Parking Lot 2

B_T b Parking Lot 1

Water Pipeline

Power Line

Footpath

Fig. 4.41: SysML Block Definition Diagram of the Four-Layer Network as a specialization
of the LFES meta-architecture.

exiting the electric vehicle. The set of transformation processes P, has size seven. The
set is Py = {consume cold water, consume electric power, enter EV, exit EV, treat water,
consume hot water, generate electric power}. The set of transportation processes P, has size
o(Bg)? = 49. The set of holding processes P, has size six. It contains: P,, = {potable water,
electric power, park EV, charge EV, discharge EV, carry pedestrian}.

The capabilities are calculated as the mapping of system processes onto system resources.
The knowledge base Js is calculated using Equation 3.16 on Page 74. The size of Jg is
301 x 17, and it contains 34 capabilities. The SysML block diagram in Figure 4.43 presents
the unique set of capabilities for each of the resource classes in the four-layer network. The
capabilities are visualized in Figure 4.44, in which their locations correspond to the location

of their associated resources.
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package Model[ | 5% FourLayer - Conceptﬂ

Four-Layer [ [ITET:Y
Network

Consume Cold Water()
Consume Electric Power()
Enter EV()

Exit EV()

Park EV()

Carry Pedestrian()

Water Treatment Facility

Treat Water()
Consume Electric Power()

Hot Tub

Consume Hot Water()

EV Charging Station

Charge EV()

Power Plant

Generate Electric Power()

Parking Lot 2

Enter EV()

Exit EV()

Park EV()

Carry Pedestrian()

Parking Lot 1

Park EV()

Water Pipeline

Transport Water A->B()

Power Line

Transport Power A->B()
Transport Power B->A()

Road

Transport EV A->B()
Transport EV B->A()

Footpath

Carry Pedestrian A->B()
Carry Pedestrian B->A()

Fig. 4.43: SysML Representation of the System Concept for the Four-Layer Network: This
figure contains the unique set of capabilities for each of the resource classes.

4.11.2 Hetero-functional Adjacency Matrix

The hetero-functional adjacency matrix couples the capabilities to represent the logical order
of physical capabilities in a system. The hetero-functional adjacency matrix A, and the

system sequence degrees of freedom are calculated by Equations 3.28 and 3.29 on Page
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83. For these equations, Table 3.3 on Page 82 presents the physical continuity constraints,
and the design pattern in Figure 4.42 represents the functional sequence constraints. The
size of A, is: 0(R)o(P) x o(R)o(P) = 5,117 x 5,117. The projected matrix ;fp has
size 0(Eg) x 0(Es) = 34 x 34. The number of sequence-dependent degrees of freedom
is 79. Figure 4.45 presents the visualization of the hetero-functional adjacency matrix

superimposed on the degrees of freedom.

4.11.3 Controller Agency Matrix

The controller agency matrix serves to differentiate between two systems of equivalent
capabilities but different control structure. Figure 4.39 introduces six controller agents
for the four-layer network. Each of these controller agents controls one or more nodes.
However, the figure does not introduce a cyber-physical interface between the edges and the
controller agents. The following control relationships are assumed: Node v, controls the
water pipelines, node v;3 controls the power lines, and node v 5 controls the footpath, and
roads (it represents individuals that use the transportation network).

The independent controller agency matrix ZQ is defined in Definition 3.18 on Page 87.
It maps the physical resources onto the cyber-resources Q. The set of cyber-resources has
size six, and contains: Q = {Person Operating Hot Tub, Water Treatment Facility Operators,
Power Utility, Parking Lot Operator, Person in House, Operator of EV Charging Station}.
Consequently, the size of the independent controller agency matrix is o (Rp)xo(Q) = 17 x6.
The controller agency matrix is now mapped onto the capabilities, as demonstrated for
Trimetrica in Equation 4.14 on Page 173. The size of the matrix now is: 0(€g) x 0(Q) =
34 x 6. The number of filled elements is 34. The matrix is visualized as a bipartite graph

between the cyber-resources and the capabilities in Figure 4.46.
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Original Topology Controller Agency Matrix

Viz - Water Treatment
ower o Facility
Utility Q\ Operators
v,
4 — X
v \- V3 +00 + +
-0
N
o
\ \
Vo \
o o L]
Ve o= - = - A N + +
A vV, & \
15 V; Vie (&‘\\ 3 o]
v v, o0 Operator of EV
2 Charging Station
House
N '\ o
L8 *
L
v Person Operating | @ \L Parking Lot
1 Vig Hot Tub Operator
Legend:
Original Topology: Controller Agency Matrix:
V| Private parking lot at House Vo Water Treatment Facility = Water Pipe m  Potable Water
Vy  Parking Lot 1 V1o Hot Tub Power Line Potable Water & Electric Power
V3 EV Charging Station Vi1 Person Operating Hot Tub == Road O Pedestrian
V4 Parking Lot 2 V]2 Water Treatment Facility Operator ——  Foot Path* e Electric Vehicle
Vs Outlet in House Vi3 Power Utility Control Interaction - Electric Vehicle & Electric Power
Ve Power Plant V14 Parking Lot Operator «~ = Physical Interface o Electric Power
V7 Outlet in Water Treatment Facility V(s Person in House o  Cyber-resource
Vg Water Tap in House Vi6 Operator of EV Charing Station Cyber-interface
Cyber-physical interface

Fig. 4.46: Controller Agency Matrix for the Four-Layer Network.

4.11.4 Controller Adjacency Matrix

The controller adjacency matrix serves to describe the interactions between the cyber-
resources as cyber-interfaces. The four-layer network has six cyber-resources, and con-
sequently, its controller adjacency matrix has size 6 x 6. Figure 4.39 contains a single
cyber-interface, between nodes v;3 and vy4. Since the figure does not specify the cyber-
interface in greater detail, a bidirectional interface is assumed. The controller adjacency
matrix, therefore, contains two filled elements. It is visualized in Figure 4.47. The figure

shows two interfaces, and four cyber-resources without any cyber-interfaces.

4.11.5 Service as Operand Behavior

The fifth model in hetero-functional graph theory describes the evolution of operands as
they move through the physical infrastructure system. The system capabilities and their
control structure have been described in the previous sections, and service model describes

how the capabilities act on the operands.
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Controller Adjacency Matrix

Power o ° Water Treatment
Utility Facility

Operators

Legend:
o]

Cyber-resource

Cyber-interface

o °
Person in Operator of EV
House Charging Station
Person
Operating Parking Lot
Hot Tub o o Operator

Fig. 4.47: Controller Adjacency Matrix for the Four-Layer Network.

The four-layer network performs three services, that are presented in Figure 4.48 as
service nets. The service “deliver water" consists of four transitions and one state. The
state Syj, is “potable water". The set of service transitions is: &, = {treat water(), maintain
water(), consume hot water(), consume cold water()}. The second service, “deliver electric
power", consists of six transitions and one state. The state Sy, is “electric power". The set
of service transitions is: £}, = {generate electric power(), maintain electric power(), treat
water(), consume hot water(), consume electric power(), charge EV()}. The last service,
“deliver EV", consists of three states and seven service transitions. Note that the name of this
service does not cover all of its content, because the service also includes the movement of
pedestrians. The set of the three states is: §;, = {pedestrian in EV, pedestrian outside EV,
state-of-charge EV'}. The set of service transitions is: £, = {enter EV(), exit EV(), walk
outside EV(), stay outside EV(), charge EV(), maintain EV(), discharge EV()}. Note that
this service has a particularly interesting service net, as the pedestrian has state “in EV",
while the EV operates. The EV cannot operate if the pedestrian is not in the EV.

Furthermore, the service nets are converted to service graphs, that show the adjacency of
the service transitions. Figure 4.49 shows the three service graphs for each of the services
in the four-layer network. The service adjacency matrix for deliver water has a size of
4 x 4, with six filled elements that represent the adjacency. The service adjacency matrix

for deliver electric power has a size of 6 x 6, with ten filled elements. Finally, the service
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Fig. 4.48: Service Nets for the Four-Layer Network: The four-layer network delivers three
services: (1) deliver potable water, (2) deliver electric power, and (3) deliver EV.

adjacency matrix for deliver EV has a size of 7 x 7, with 22 filled elements'!.

Deliver Water Deliver Electric Power Deliver EV
generate exit EV
o

ma}nlaln & <% walk outside!

electric power]| EV -]

& d Y
L | ©
consume i
— . / ischar
maintain treat stay outside| @ ¢ Si::; &
water water EV

o

¢ 5 )
hot water Consume consume ‘maintain
Legend: charge EV

. . ower
Feasible service P
sequence

O Service Activity

Fig. 4.49: Service Graphs for the Four-Layer Network.

4.11.6 Service Feasibility Matrix

The service feasibility matrices complete the service model by coupling the service transi-
tions to the structural capabilities. As a result, it ensures that as the state of the engineering
system’s operands evolve, the state of the engineering system itself also evolves. Figure
4.50 presents the service feasibility matrix for the four-layer network as a bipartite graph
between the service transitions and the structural degrees of freedom. The service feasibility
matrix is calculated for each of the operands by Equation 3.72 on Page 115. The service
feasibility matrix for the service deliver water is A, which has a size of 4 x 301. When
projected, /~\1 has a size of 4 x 34, with five filled elements. The service feasibility matrix

for the service deliver electric power is A,, which has a size of 6 x 301. When projected,

"Note that the service net contains two paths that connect Ey1, and Eg .
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Fig. 4.50: Service Feasibility Matrix as a Bipartite Graph for the Four-Layer Network.

A > has a size of 6 x 34, with 14 filled elements. The service feasibility matrix for the service
deliver electric vehicle is A3, which has a size of 7 x 301. When projected, A 3 has a size of

7 x 34, with 18 filled elements.

4.11.7 System Adjacency Matrix

The system adjacency matrix is the final model of hetero-functional graph theory. It
integrates the six previous models to provide a holistic representation of the cyber-physical
engineering system. Equation 3.67 on Page 112 provides the calculation of the projected

system adjacency matrix A:

Ap A, 0
A=K, A, A, (4.28)
0 Ac, Ac
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The matrix XP is the hetero-functional adjacency matrix, as calculated in Section 4.11.2.
Matrix A is the controller adjacency matrix, as calculated in 4.11.4. Matrix A is the
concatenation of the service transition adjacency matrices. The matrices are calculated in
Section 4.11.5, and concatenated as demonstrated in Equation 3.68 on Page 114. Matrix ch
maps the independent cyber-resources to the structural degrees of freedom, as calculated in
Section 4.11.3. Finally, matrix ZAXLP is the service feasibility matrix that maps the service

transitions to the structural degrees of freedom, as calculated in Section 4.11.6.

°

N
+20 -+ 7 ' o °
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AN onou X °+°+ ° ¢
%
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++ ° Py Legend:
gend:
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o © .
¢ o Potable Water & Electric Power
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&  Electric Vehicle
& °
- #  Electric Vehicle & Electric Power
Deliver
Electric Power o Electric Power
O Service Activity

Feasible service sequence
o  Cyber-resource
P Cyber-interface

Cyber-physical interface

¢ ¥ Service Feasibility Interface
Fig. 4.51: System Adjacency Matrix for the Four-Layer Network.

Chapter Summary:

The chapter demonstrates the application of hetero-functional graph theory by modeling
two different engineering system test cases. Sections 4.1 through 4.10 introduce, model,
and discuss “Trimetrica”. This example shows that hetero-functional graph theory can be
applied to large scale systems with extreme heterogeneity. The example also shows that
hetero-functional graph theory overcomes the ontological and modeling constraints found in
the multilayer networks literature. Section 4.11 models the 4 Layer Test Case to explicitly
show that hetero-functional graph theory can model engineering systems that cannot be

described with multilayer networks. |
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Chapter 5

Dynamic System Modeling with

Hetero-functional Graph Theory

Chapter Abstract:

This chapter leverages the hetero-functional graph theory structural model as a foundation
for the development of a dynamic microgrid-enabled production system model. The content
of this chapter is directly adopted from a 2017 journal article entitled “A Dynamic Model
for the Energy Management of Microgrid-Enabled Production Systems" in the Journal of
Cleaner Production [35]".

This chapter advances contributions in three areas. First, the chapter develops a hetero-
functional graph theory structural model of a a microgrid-enabled production system. It
leverages system concept, service as operand behavior, and the service feasibility matrix.

Thereafter, a dynamic model of a microgrid-enabled production system is developed.
The model is based on the hetero-functional graph theory structural model and constructed
as a system of device models, associated with the structural degrees of freedom. The goal

of the dynamic model is to describe the product and power flows in the microgrid-enabled

'Note that the work in this chapter was developed before the hetero-functional graph theory book [5].
The method to develop the structural model in this chapter is different than the approach of Chapter 3. Both
approaches are equally correct, though the approach from Chapter 3 is more scalable as a result of more
extensively use of SysML during the definition of the system concept
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production system. This is the first integrated dynamic model of a microgrid-enabled
production system and it allows for a system of arbitrary size, topology, and coupling.
Finally, the chapter demonstrates the dynamic model by implementing and simulating a
test case. The test case has the goal to highlight the interactions between the discrete-event
production system dynamics and the continuous time power flow dynamics. Furthermore,
the carbon emissions are calculated as a proxy of sustainability (as a life-cycle property of

this engineering system, see Section 2.2.1).

5.1 Introduction

Industrial facilities are devoting ever greater attention to the importance of energy in their
operations [262]. In some cases, industrial processes are energy intensive [263]. In other
cases, such as with electric drives and motors, the energy supply must be of a very high
quality [264]. Finally, many industrial companies are increasingly concerned with decar-
bonization either as imposed by regulation [265,266], or stimulated by corporate social
responsibility [267,268]. To that end, onsite distributed renewable energy are often inte-
grated. The combined objectives of high availability, quality and sustainability are often
beyond the capabilities of the local utility and so this work considers microgrid-enabled
production systems where the production enterprise has decided to in-source its energy
supply so as to tailor its management and delivery to the needs of its production system. Mi-
crogrids have the potential to reduce local costs, energy losses, and greenhouse gases while
enhancing energy reliability [269-271]. They also give owners the necessary autonomy to
operate islanded from the local electric utility.

The introduction of microgrids to a production system setting opens several new indus-
trial energy management activities in both planning and operations [272]. Energy planning

focuses on energy efficiency. This static energy management approach optimizes the produc-
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tion system before it has been built, or when new technologies are incorporated in upgrades
and retrofits [273,274]. This not only considers production system resources, but also power
systems resources, such as a microgrid infrastructure or the integration of renewable energy.
Operations, or dynamic energy management, tries to optimize the usage of a given set of
resources for energy consumption or cost [275,276]. Such decisions coincide with the
dynamics of the production system and may respond to several externalities, such as changes
in the power grid balance, customer demand, and time-of-use prices [277-280].

Dynamic energy management is of particular importance to microgrid power balancing
activities [281-285]. The trend of increasing renewable energy resources penetration in the
power grid causes increases in variability and stochasticity of the power supply [286,287].
Meanwhile, dynamic energy management controls the loads and has the potential to be a
part of demand response [288,289]. Furthermore, when operating in islanded model, the
size of the microgrid limits the number of levers that control the balance; especially when
the generation is stochastic. As a result, the production system and microgrid dynamics are
coupled and cannot be studied separately. Energy consumption is a byproduct of production
system activities, and the added value of energy differs per activity [290-292]. Consequently,
online approaches that rely on multi-agent structures, or reactive control [293] have been
developed. Meanwhile offline approaches, based on resource constraint scheduling methods
or weighted multi-objective optimization have been discussed extensively [294,295].

However, these studies do not include multi-discipline models, where the production
system and microgrid dynamics are described in an unambiguous language. The need for
such a multi-layer model has been discussed extensively by the network sciences community.
An important remark made in [95] is that hetero-functional multi-layer models capture the
interdependency and interaction of systems in a way that two separate mono-layer models
cannot comprehend. This comprehension is essential to understanding structural properties
such as resilience, robustness, and centrality. The approach presented in this work has been

already used to study the resilience of hetero-functional networks [14].
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5.1.1 Scope

In developing a dynamic model for the energy management of microgrid-enabled production
systems, the work restricts scope to discrete-part production systems. It also allows the
microgrid to have a significant penetration of variable (renewable) energy resources. To
ground the discussion, it is useful to consider a bird feeder manufacturing system [2, 6,20]
which is detailed later in Section 5.4 as an illustrative example.

Table. 5.1: Microgrid-Enabled Production System Operations Management Decisions

Product Dispatch When a given product part should undergo production in the facility.
Integrated Planning & Scheduling | Which sequence of processes should be used to create the product.
W.L.P. Management When & where the product parts should be buffered.

Peak Load Management At a given machine, when the product parts should be processed to meet

the production schedule and power grid constraints.
Given the dynamics of the power grid, how can the planning & scheduling
of production activities support stabilization.

Ancillary Services

The dynamic model for microgrid-enabled production systems must also be able to
accommodate several operations management decisions. Such decisions, when made, serve
to advance the physical state and outputs of the microgrid-enabled production system so
as to achieve its operations management objectives. These are summarized in Table 5.1.
The first decision is dispatch of product parts to different machines to undergo transforming
(value-adding) processes. Second, planning and schedule determines the sequence and
timing of production processes as the product parts advance through the facility. Third,
it is important to actively manage where and if work-in-progress will be buffered. These
three decisions are inherently coupled to the microgrid power balance. They must now also
simultaneously manage the peak load constraints of the microgrid. Finally, it is possible
that the operations management decisions of the production system can serve to provide

ancillary services that stabilize the microgrid.

5.1.2 Contribution

This paper seeks to develop a dynamic model for the energy management of microgrid-

enabled production systems. The goal of the model is to simultaneously analyze the flows of
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products in a discrete-part production system and the power flows in the coupled microgrid.
The model is developed in such a way as to describe a production system and microgrid of
arbitrary size, topology and coupling. The model also specifically includes renewable energy
to support the objective of greater sustainability. The load balance requirements resulting
from the renewable energy integration impose the need for a dispatchable generator, with
related carbon emissions.

Meanwhile, this work advances a broader body of literature in the network sciences
called multi-layer networks [95]. Very few works present models where the layers do not
have to be aligned or of the same size. The work presented in this paper advances the theory
of multi-layer networks, as a result of the aforementioned coupling of the production system
and the microgrid.

The model developed here is based on a hetero-functional graph theory rooted in the
Axiomatic Design for Large Flexible Engineering Systems [4,98]. The approach has been
used to develop measures of reconfigurability of production systems [2,6,15,20]. Later it was
applied to model other complex multi-layer systems such as the transportation [25,30,31,33],
water [296], and power domains [27]. Several recent works also demonstrate how the theory
may be applied to decision-marking; including the development of Multi-Agent System
Design principles for both Future Power Systems [27] and Reconfigurable Mechatronic
Systems [22].

Figure 5.1 provides an overview of the logical flow of the paper. The block elements
are numbered consistently with their associated section numbers. Section 5.2 lays the
methodological foundation of hetero-functional graph theory. Section 5.2.1 utilizes Ax-
iomatic Design for Large Flexible Engineering Systems (AD4LFES) as generic model of
system structure and Section 5.2.2 uses Petri nets as a generic model of spatially distributed
discrete-event dynamics. Section 5.3 then develops the dynamic model for energy man-
agement by instantiation. Section 5.3.1 uses AD4LFES to develop a structural model of a

microgrid-enabled production system. Section 5.3.2 and Section 5.3.3 then superimpose
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Fig. 5.1: Visual representation of the document structure.

dynamics upon this structure to develop a production system petri net model and a power
flow analysis model of the microgrid respectively. Section 5.4 introduces a case study
consisting of an example production system connected to an example microgrid electric
power system. Section 5.5 then presents and discusses the results of the case study as a

validation of the model. The article is concluded with Section 5.6.

5.2 Background

The methodological foundation of this work is a hetero-functional graph theory rooted in
Axiomatic Design for Large Flexible Engineering Systems and Petri nets. The former is a
concise way of describing the system structure and is discussed in subsection 5.2.1. The
latter describes the system behavior as discrete-event dynamics. It is discussed in subsection

5.2.2.

5.2.1 Axiomatic Design for Large Flexible Engineering Systems

Microgrid-enabled production systems may be classified as a Large Flexible Engineering

System. This subsection recalls how Axiomatic Design treats these systems in terms of
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their system resources, system processes, and the allocation of the latter to the former
[8,15,22,25,27,30,31,296]

Definition 5.1: Large Flexible Engineering System (LFES) [3, 14]: an engineering sys-
tem with many functional requirements that not only evolve over time, but also can be

fulfilled by one or more design parameters. |

Although this paper relies on an Axiomatic Design structural model, it departs from its
terminology without any change in interpretation. The functional requirements and the
design parameters are understood to be mutually exclusive and collectively exhaustive sets
of the system’s processes (P) and resources (R).

As a theory, Axiomatic Design for Large Flexible Engineering Systems presents several
advantages that are directly relevant to microgrid-enabled production systems. These include

modeling support for:

* systems of heterogeneous modes of production (but identical function),
* systems of a fundamentally hetero-functional nature,
* the allocation of system function to form,

* systems of variable structure to support reconfigurable operation.

The set of system’s resources R = M U BU H are classified as the set transforming
resources M = {my,..., My}, independent buffers B = {by,..., by (p)}, and transporting
resources H = {hy,..., hy(n)}, with o() being the size of the set. For later simplicity, the set
of buffers B¢ = M U B is also defined [8, 15]. Since Axiomatic Design for LFES supports
modeling of complex systems, aggregating of resources R can be useful to combine different
systems.

The aggregation matrix = assigns resource r; to aggregated resource 7, to create the set

of aggregated resources R [6,20].

=
Il
(1]
®
=

(5.1)
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where = is an aggregation matrix and ® is the aggregation operator.

Definition 5.2 — Aggregation Operator ® [2,6,20]: Given boolean matrix A and sets B
and C,
C(i, k) = Ua(i,j)@b(j,k) - A®B (5.2)

]
[
The set of system’s processes P can be classified as the set of transforming, transporting,

and holding processes.

Definition 5.3: Transformation Process [8, 15,20]: A resource-independent, technology-
independent process Py; € b, = {pﬂ1 e Pug( pﬂ)} that transforms an artifact from one form

into another. |

Definition 5.4: Transportation Process [8, 15,20]: A resource-independent process p,, €

There are 0%(Bg)

By ={py1---Pyo( pr])} that transports artifacts from one buffer by, to by,

such processes of which o(Bg) are “null" processes where no motion occurs. The following

convention of indices is adopted:

u=0(Bs)(y1—1)+p> (5.3)

This convention implies a directed bipartite graph between the set of independent buffers
and the transportation processes whose incidence out M, and incidence in M;; matrices

are given by [27]:

o(Bs)
M=) e e guotBst (5.4)
yl=1
W o) (Bs)
o o
M=) e o 1B gl T (5.5)
y2=1

where 1" is a column ones vector of predefined length n, e}’ is the i th elementary basis
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vector, and ® is the kronecker product.
Definition 5.5: Holding Process [8,15,20]: A transportation independent process p,,o € P,
that holds artifacts during the transportation from one buffer to another. [

Together, the system processes and resources address hetero-functionality in a LFES.
System processes P are allocated to system resources R via the system knowledge base

Js. The Axiomatic Design equation describes the allocation [8, 15,20]:

P=JsOR (5.6)

where © is matrix boolean multiplication and Jg is defined as:

Definition 5.6: System Knowledge Base [8,15,20]: A binary matrix ] of size o(P)x o (R)
whose element Js(w, v) € {0, 1} is equal to one when action e,,, (in the SysML sense [69])
exists as a system process p,, € P being executed by a resource r, € R. [

The system knowledge base ] is constructed based on the smaller knowledge bases that

address transformation, transportation and holding processes individually.

b,=]uoM
b, =JuOR
P,=J,OR (57)
Js then becomes [8, 15,20]:
Js = w10 (5.8)
Ja

where in order to account for the simultaneity of holding and transportation processes into

refined transportation processes Pﬁ [8,15,20]:

Ja =1, 017" 17 0 ]y (5.9)
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where - is the hadamard product.
The system knowledge base has an additional property in that it defines the LFES
structural degrees of freedom. These are important in the construction of the dynamic

system state vector in large complex systems.
Definition 5.7: Structural Degrees of Freedom [8, 15,20]: The set of independent actions
&g that completely defines the available processes in a LFES. Their number is given by:

o(P)o(R)

DOFs = o(&) = ZZ}S(w,v)eKs(w,v) (5.10)

w

where © is boolean subtraction and Kg is a constraints matrix of appropriate size that
eliminates actions from the action set. It serves to distinguish between the existence and
the availability of a degree of freedom. For example, scheduled maintenance can disable a
degree of freedom removing it from the system structure.

Previous work has applied a vectorization of the system knowledge base for mathematical
convenience [27]. The shorthand () is used to replace vec(). Additionally, a projection
operator projects the vectorized knowledge base onto a one’s vector to eliminate sparsity

PgJ ;/ = 19(6s), While solutions for P are not unique, this work chooses:

_ | ,oP)o(R) o(P)o(R)
P = ey, ""'64’0(55) (5.11)
o(P)o(R) . th .
where ey, is the 1;" elementary row vector corresponding to the first up to the last

structural degree of freedom in increasing order.

5.2.2 Petri Nets

Petri nets are a concise and commonly used tool to model discrete part production system

dynamics. This subsection describes their untimed and timed variants for later use.
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Definition 5.8: Marked Petri Net (Graph) [129]: A bipartite directed graph represented
as a 5-tuple N = {S,&E,Mpn, W, Qpn |} where:

* S is a finite set of places of size o(S).

£ is a finite set of transitions/events of size o(&).

Mpn C (S xE)U(E xS) is a set of arcs of size (Mpy) from places to transitions

and from transitions to places in the graph.

W : Mpy — {0,1} is the weighting function on arcs.

« Qpy is a marking (or discrete state) vector of size o(S)x 1 € No(5),

|
The arcs of the Petri net graph and its weightings define the Petri net incidence matrix.

Definition 5.9: Petri Net Incidence Matrix [129]: An incidence matrix Mpy of size
0(S)x o(E) where:
Mpy = Mpy —Mpy (5.12)

where My, (v, 9) = w(eyy, by) and Mpy(v,9) = w(by, e,,) and ¢ is a unique index

mapped from the ordered pair (w, v). |
The Petri net structure leads directly to the definition of its discrete-event dynamics.

Definition 5.10: Petri Net (Discrete-Event) Dynamics [129]: Given a binary firing vector
U|[k] of size 0(€)x1 and a Petri net incidence matrix Mpy of size o(S)x o (&), the evolution

of the marking vector Qpy is given by the state transition function ®(Qpy[k], U[k]):

Qpnlk+1]=D(Qpn, Ulk]) = Qpn[k] + MU[K] (5.13)

Beyond ordinary Petri nets, timed Petri nets, as their name suggests, introduce time into

the dynamics definition.
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Definition 5.11: Timed Petri Net (Discrete-Event) Dynamics [249]: Given a binary input
firing vector U*[k] and a binary output firing vector U~ [k] both of size o(£) x 1, and the
positive and negative components M}, and Mp,; of the Petri net incidence matrix of size

0(S)xo (&), the evolution of the marking vector Qpy; is given by the state transition function

Or(Qpn k], UT[k], UT[k]):

Qpnlk+1]=Dr(Qpn[k], U [k], UT[k]) (5.14)

where Qpy =[Qs;Q¢] and

Qslk+1]=Qs]k] + MpUT[k] - MpUT[] (5.15)
Qelk+1]=Q¢lk] —~ U*[k] + U~ [k] (5.16)
]

Note that Timed Petri Nets separate the infinitesimally short firing vector of ordinary Petri
nets into distinct input and the output firing vectors separated by processing times. Qg and
Q¢ track the location of the tokens in the production system. Qg tracks the states of the
buffers and Q¢ the state of (ongoing) transitions [249,297]. The transitions are fired based

on a scheduled event list that combines the discrete events with a time interval.

Definition 5.12: Scheduled Event List [129]: A tuple S = (Ulp[k]’ fr) consisting of all
elements u,[k] in firing vectors U~ [k] and their associated times ;. For every element,
uJ)[k] € U [k], there exists another element ui[x] € U™[x] which occurs at time t,. d,,

time units later. £, =ty +dy,. [ |

5.3 Model Development

This section develops the Dynamic Energy Management Model for Microgrid-Enabled

Production Systems using Axiomatic Design, timed Petri nets and physical modeling. First,
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Table. 5.2: System Processes & Resources in a microgrid-enabled production system [6,7,20]

Py Py Py M B H Js
LFES Transformation Transportation Holding Transforming Independent Transportation Knowledge Base
Resource Buffer Resource
Production Transformation Transportation Holding Machines Input & Output Material Handlers Production ~ Sys-
System (P;APS) (quS) (PyPS) (Mpg) Buffers (Bpg) (Hpg) tem Knowledge
Base (/pg)
Microgrid Generation Transmission Voltage Level Generators Substations & Lines (Hps) Microgrid Knowl-
& Consump- (PV,MG) (PyMG) & Loads Storage (Bp1) edge Base (/p1G)
tlon(PﬂMG) (MpG)

a single knowledge base for the microgrid-enabled production system is constructed as
a succinct description of system structure. The remainder of the section addresses the
system behavior using the Axiomatic Design knowledge base as a foundation. A timed
Petri net model is derived to describe the production system’s discrete event dynamics.
Finally, a power flow analysis model is added as a physical model of the microgrid that
allows for energy management by analyzing the system behavior [298]. The development
represents a logical extension of the production system model in [34] and the transportation

electrification model in [30, 33].

5.3.1 Microgrid-Enabled Production System Knowledge Base

This subsection constructs the Microgrid-Enabled Production System Knowledge Base as
an overlapping union of two underlying knowledge bases; one for the production system
and the other for the microgrid. Table 5.2 provides an overview of the definitions of the

resources and processes for each of these systems.

5.3.1.1 Production System Knowledge Base

The production system knowledge base Jpg is constructed based on the concepts discussed in
Section 5.2.1. First, the production system resources Rpg are defined as; the transformation
resources Mpg that represent the transforming (value-adding) machines in the production
system, the independent buffers Bpg that represent the input, output, and intermediate

buffers, and the transportation resources Hpg that represent the material handlers that
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relocate product parts [15,20, 34].The set of all buffers is also defined as Bg,, = Mps U Bps.
Additionally, Definitions 5.3, 5.4, and 5.5 are followed to define the production system’s
transformation P, ps, transportation B, pg, and holding processes Py pg, resulting in the set
of production system processes: Ppg = D,ps U P, ps U Py, ps. Finally, the production system
processes are mapped on the production system resources [15,20,34]. The system knowledge

base consists of a combination of the underlying knowledge bases, using Equation 5.6, 5.8

and 5.9.

0
Jps = Lo (5.17)

Jrps

where

]Hps _ []yPS ® ]lo(PWPs)] . []la(PyPs) ®]HPS] (5.18)

5.3.1.2 Microgrid Knowledge Base

The power system knowledge base is constructed similarly. First, the power system resources
are defined. The transformation resources M), include the systems generators and loads.
The independent buffers B),; represent buffering capacity in the system, such as energy
storage (e.g. batteries) or buses. Substations are modeled as independent buffers without
storage capacity. The transportation resources H);; represent the power lines between
the buses, generators, and loads [27]. Next, Definitions 5.3, 5.4, and 5.5 are applied to
define the microgrid’s system processes. The transformation processes P,y represent the
generation and consumption of power. The transportation processes P, i represent the
power flow through the system. The holding processes P, represent different voltage
levels as different ways of “carrying" power. These types of processes are combined in the
set of microgrid processes Py = Pyvc YU Pymc YU Pyy- Finally, the microgrid system
processes are mapped on to its resources [27]. The system knowledge base consists of a

combination of the underlying knowledge bases, using Equation 5.6, 5.8 and 5.9.
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0
JmG = LT (5.19)

JAys

where Jg, . = Jn,, i assumed, given that microgrids usually only retain one voltage level.
Note that every transportation resource (power line) is related to two transportation processes,
one for each direction. Also note that the transforming resources can realize either power

generation or a consumption process but not both.

5.3.1.3 Microgrid Enabled Production System Knowledge Base

The Microgrid-Enabled Production System knowledge base is a union of the two previously
identified knowledge bases Jps and Jp;5. However, the two systems are not mutually
exclusive. The transformation resources in the power system overlap with production
system’s resources. The resulting transformation resources for the Microgrid-Enabled
Production System (M pg) can be defined as: My;pg = Rpg UMy = MpgUBpgUHpg U
My where M), is taken as the set of generators, and loads unrelated to production.
Similarly, the production system processes are combined with the microgrid transformation
processes: Pnps = Pps U Py = Pups U Pyps U Pupig where Py is taken as the set of
generating and consuming processes unrelated to production. In order to relate these sets of
processes and resources, three mutually exclusive knowledge bases are introduced: Jyy,,

]HMPS’ and Jp,,. Where:

PfiPS :]HMPS GRPS

Punic = Ty © My (5.20)

similarly to as defined in Equation 5.7.
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Consequently, the Microgrid-Enabled Production System knowledge base J(ps, as a

type of large flexible engineering system, takes on the structural form of Equation 5.8:

Im | 0
= | (5.21)
]HMPS
Then substituting in Equation 5.17 gives:
Ips | o |0
=01 e |0 522
]HMPS
A final decomposition by substitution of Equation 5.20 gives:
Imps | 0] o |0
Ja | o |0
_ Hps - (5.23)
0 1 0 | Juy IO
]HMPS

5.3.2 Dynamics of the Production System Domain

This subsection uses Petri nets to describe the discrete-event dynamics in the production
system domain. Two types of Petri nets are constructed. The first is called the production
system Petri net and describes the evolution of the system processes and resources of the
production system as they were originally defined in the Axiomatic Design knowledge
base. The second is called the product Petri net” and describes the evolution of products
as they evolve from raw goods into finished ones. Structurally, it is also built upon the

Axiomatic Design knowledge base. Dynamically, it is synchronized with the evolution of the

2The Product Petri net, or Product net, is equivalent to the service net, as introduced in Section 3.5
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production system Petri net. It is worth mentioning, that at first glance, the developed Petri
nets resemble “resource-oriented Petri nets" in the literature [299]. While there are some
similarities, a careful inspection reveals that the novel tie to Axiomatic Design assigns very
different physical meanings to the Petri net models. Those developed here have the added
benefit of being graphically intuitive and can be validated to the axiomatic design knowledge

base by inspection. The production system and product Petri nets are now discussed in turn.

5.3.2.1 Production System Petri Net

A discrete-part production system is governed by spatially-distributed discrete-event dy-
namics. Petri nets have been used extensively to model the behavior of production sys-
tems [129,249,297,300,301]. Here, a production system Petri net is defined as a timed
Petri net according to Definitions 5.8 and 5.11. It is at this point that the production system
knowledge base in Equation 5.17 is tied to the production system Petri net structure. The
production system buffers Bg are equivalent to the production system Petri net places S.
Similarly, the Petri net transitions £ are equivalent to the structural degrees of freedom &g.
Consequently, the Petri net incidence matrix in Definition 5.9 follows the convention in Equa-
tion 5.3. It may be calculated by Equation 5.12 where M, and M;S are straightforwardly

derived using Equations 5.4, 5.5 and 5.8.

O'(BSPS

)
_ (Bspy) INa
My = (s [P(Xyl) ] (5.24)
yl=1
where
19 (rs) o7 Fors T | 00 Pups)xa(Rpr)
X; = Y (5.25)
Y1 ]]_O(PyPS)®eal(BSPS) ®]]_G(BSPS) ®10(Rp5)T
v
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0(Bspg) (Bs. ) /1T
o
Mpg= Y ey [IP(XJZ) ] (5.26)
y2=1

where

19Burs) 7 Pses)T | 00 (Pups)x0 (Ryy)
X+ — Y
2| 1o(Prrs) @ 19Bsps) g

(B (5.27)

’ sps) @ 110(Rps)T

To complete the production system Petri net model, capacity constraints can be applied.
A capacity vector C¢ of size 0(Eg) x 1 € N9(€s) Jimits the number of tokens within a given

transition.
Qelk] < Cc Yk (5.28)

Each element of the input firing vectors is also constrained by the availability of the

associated system resource and its capacity.

y[k] - [Js(w,v) © Ks(w,v)] < Cc() (5.29)

5.3.2.2 Product Petri Net

In addition to the production system Petri net, a product Petri net is required to describe the

evolution of products as each evolve from raw to finished state.

Definition 5.13: Product Petri Net [2,6,20,34]: Given product /;, a product net is a marked
Petri net graph NV, = {S;, &, M, W, Q;.} where:

* 5y, is the set of product places that represents a product component at a raw, work-in-
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progress, or final stage of production.

&}, is the set of product events that describe the transformation of the product between

product places.

M. C (S5, x &) U (&), x §p,) is the product arc relations that describe which products

or components receive which product events.

Wj, : M;, — {0, 1} is the weighting function on product arcs.

Q), is a marking vector that describes the product’s evolution.

where a product event is defined as:

Definition 5.14: Product Event: A specific transformation process that may be applied to

a given product. [

And where the associated (untimed) state transition function follows Definition 5.10.

Qlk +1]=Qy[k]+ M, Uy [k] (5.30)

where Uy [k] is the firing vector corresponding with product /; at time k.

Note that a different product net is needed for each product type; each of which must
be instantiated to support each individual product on the shop floor. This supports mass-
customized production and the intelligent product paradigm. The interested reader is referred
to the underlying references for detailed discussion [6,7].

As expected, the production system Petri net and the product Petri net dynamics are
inherently coupled. A product firing matrix is introduced to synchronize the production

system Petri net firing vectors with those of the product Petri nets.

Definition 5.15: Product Firing Matrix [22,25,30]: a binary product firing matrix I/ [k]

of size 0(Es) x o(L) whose element uy, ;[k] = 1 when the k*" firing timing triggers a product
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I to take structural degree of freedom 1 for action. |

Additionally, a product transformation feasibility matrix is required for each product to

link product events to their associated transformation processes in the production system.

Definition 5.16: Product Transformation Feasibility Matrix [2,6,22]: A binary matrix
Ay of size 0(&}) x o(P,) whose value A ;(x, j) = 1 iff €, realizes transformation process
Puj- u

Consequently, the production system input firing vectors at a given moment k become
[2,6,22]:

LT
ALU, =A; ;- Ue] " (5.31)

where ¢!’ represents the i th elementary basis vector of predefined length # and Aj;=1iff

1 in €g..
Pui 1s used €s;

5.3.3 Power Flow Analysis Model of the Microgrid

To complete the dynamic energy management model for a microgrid-enabled production
system, a power flow analysis model of the microgrid is introduced. To this end, the link
between Axiomatic Design and power flow analysis has been previously established [27]
and is summarized here. Six steps are taken to establish the elements of the power flow
analysis.

The derivation of the power flow analysis model of the microgrid rests in the recognition
that the production system acts as a load on the microgrid and must be included. The first
step specifies a device model for every structural degree of freedom in Jy;ps. In the device

model, the set of algebraic state variables is defined as WEy = [Pl/,, le, vy, 94,], where
* Py —1is active power injection from ground.
* Qy —1is the associated reactive power injection from ground.
* vy —1is the associated voltage magnitude relative to ground.
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* 0, —is the associated voltage angle relative to a predefined reference bus.

For each structural degree of freedom 1 [27], the device model for transportation structural

degrees of freedom contains a specific set of algebraic equations:

In the second step, for convenience, the transportation degrees of freedom &y are
distinguished from the transformation degrees of freedom ). Each element in the
transportation structural degrees of freedom is also assigned an admittance y,,. These
are organized into a transportation degree of freedom admittance matrix, which can be

compared with the line admittance matrix in traditional power flow analysis [27].
)7::diag(y¢hlpn,y¢hguHQ (5.33)
The third step defines the transportation degree of freedom incidence matrix Mg H

using Equations 5.4 and 5.5. The transportation degree of freedom incidence matrix can be

compared with the bus incidence matrix in traditional power flow analysis [27].

Mg, =M¢, ~Mg (5.34)
where
o (Bsyypg) (B )
_ O\bg _
f = ey [Pr(X,)V]" (5.35)
yl=1
with:
X = e;iBSMPS)®ﬂa(BSMPS)®10(RMp5)T (5.36)
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and where

Mg, = ) eﬁﬁBsM”)[me;z)V]T (5.37)
p2=1
with:
X;;, =1 Psmrs) ®e;’§BSM”5) ® 19 (Rurs)T (5.38)
and where
Pr=legg sty ] (5.39)

The fourth step combines the transportation degrees of freedom admittance matrix
(Equation 5.33) and incidence matrix (Equation 5.34), to calculate the bus admittance
matrix with size o(Bs,,,.) X 0(Bs,, ). as traditionally defined in power systems engineering
[27,302].

Y =Me,, *V*M;, (5.40)

The fifth step extends the previously established derivation of the power flow analysis
as the term Mg is introduced to allow for multiple degrees of freedom in one system

resource [27].

o(Bs)
B M)T
Mp= ) ey [Py (17F ey M)V YT (5.41)
y1=1
where
(B (M) (Bo(M)
Py=legys ot ] (5.42)

As the final step, the power flow equations follow straightforwardly from Kirchoff’s

Current Law [27,302,303].

Mg[Pg + jQ] = diag(V)Y'V* (5.43)

where P, Q are associated with transformation degrees of freedom. V has size o(Bg, ) % 1
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and contains the nodal voltage levels, as defined in the device model. In such a way, the
relatively abstract Axiomatic Design knowledge base is shown to be entirely consistent with
traditional power flow analysis.

In conclusion, this section formulates a dynamic model for the energy management of
microgrid-enabled production systems. The model is dynamic in the sense that it represents
the production system’s discrete event dynamics using Petri nets. It facilitates energy
management in that the energy consumption of the production system is tightly integrated

with the underlying microgrid.

5.4 Illustrative Example

This section discusses an example for a Microgrid-Enabled Production System. This specific
example is chosen because it includes elements that cover all of the definitions in the
microgrid-enabled production system model while still retaining enough simplicity so as to
give relatively intuitive results. The production system part of the system is further detailed

in Subsection 5.4.1. The microgrid part of the system is further detailed in Subsection 5.4.2.

5.4.1 Production System

The Starling Manufacturing System is a discrete part production system of bird feeders and
depicted in Figure 5.3 [2, 14,20]. It consists of ten resources; three pairs of transforming
machines Mpg = {Machining Station 1, Assembly Station 1, Painting Station 1, Machining
Station 2, Assembly Station 2, Painting Station 2}, two independent buffers Bps = {Input
Buffer, Output Buffer}, and two transportation resources Hpg = {Shuttle A, Shuttle B}. The
independent buffers store product elements before and after processing in the production
system. The transportation resources are shuttles that move on tracks; following the direction
of the arrows (as displayed in Figure 5.3).

The bird feeders consist of three parts; a bottom, middle, and top cylinder. It is
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Fig. 5.3: Starling Manufacturing System Overview

produced in seven transformation processes P,ps = {Lathe Tab, Lathe Slot, Mill Hole,
Laminate, Paint Yellow, Paint Green, Paint Blue}. The transportation processes are
P,7p5 = {mim]-, m;by, bym;, bpby}Vi,j=1,2,3,4,5,6;k,1 = 1,2 and move the product parts
between buffers. The holding processes account for three fixture configurations P,pg =
{Small Radial, Big Radial, Axial}. The allocation of the processes onto the resources using
knowledge bases is demonstrated in earlier work.

Figure 5.2 on Page 239 shows the Petri net representation of the production system
shown in Figure 5.3. Note that its lay-out is similar to the physical production system lay-out.
The Petri net contains places for the set of buffers Bg, that are oriented in a similar way as in
Figure 5.3. Every process is related to one of the transitions. These represent the production
degrees of freedom. The incidence matrix is defined by Definition 5.9, or by inspection. The
transitions are fired based on a scheduled events list. This events list is imported from an
external source and assumed to be constant. The fired transitions are shown as a list in Table
5.3 on Page 243.

The product net is based on the production sequence. The different stages are represented
by places and the transformations equal transitions between product places. The product
net for a yellow bird feeder is shown in Figure 5.4. The product net dynamics are related to

the firing vectors via the Production System Feasibility Matrix (Definition 5.16). When a

product part is neither processed nor buffered, it appears as a queue in the buffer state vector
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Table. 5.3: Production System Firing Vectors [2]

Production System Time Product Net Production System (cont'd) JTime (cont'd Product Net (cont'd)
List Index .. #Tokens| .. #Tokens List Index .. # Tokens| .. #Tokens
(rows) Transition Fired T start T end] Transition Fired Name (rows) Transition Fired T start T end] Transition Fired Name

1 25 7 Buffer 36 49 1 48 52 Transportation

2 72 1 1 4 Transportation 37 83 1 48 52 Transportation

3 125 1 1 4 Transportation 38 12 1 Buffer

4 1 1 5 8 1 1 Lathe Cylinder Tab 39 6 1 52 57 10 1 Assembly Process
5 13 1 5 8 4 1 Lathe Cylinder Tab 40 72 1 52 56 Transportation

6 2 1 8 11 2 1 Lathe Cylinder Slot 41 125 1 52 56 Transportation

7 14 1 8 11 5 1 Lathe Cylinder Slot 42 1 1 56 59 1 1 Lathe Cylinder Tab
8 3 1 11 14 3 1 Mill Cylinder Hole 43 13 1 56 59 4 1 Lathe Cylinder Tab)
9 15 1 11 14 6 1 Mill Cylinder Hole 44 47 1 56 60 Transportation
10 49 1 14 18 Transportation 45 6 1 57 62 11 1 Assembly Process
11 83 1 14 18 Transportation 46 2 1 59 62 2 1 Lathe Cylinder Slot
12 6 1 18 23 10 1 Assembly Process 47 14 1 59 62 5 1 Lathe Cylinder Slot
13 72 1 18 22 Transportation 48 26 1 Buffer

14 125 1 18 22 Transportation 49 3 1 62 65 3 1 Mill Cylinder Hole
15 1 1 22 25 7 1 Lathe Cylinder Tab 50 15 1 62 65 6 1 Mill Cylinder Hole
16 13 1 22 25 7 1 Lathe Cylinder Tab) 51 35 1 62 67 Transportation
17 1 Buffer 52 4 1 Buffer

18 2 1 25 28 8 1 Lathe Cylinder Slot 53 49 1 65 69 Transportation
19 14 1 25 28 8 1 Lathe Cylinder Slot 54 10 1 67 73 12 1 Paint Green
20 3 1 28 31 9 1 Mill Cylinder Hole 55 83 1 67 73 Transportation
21 15 1 28 31 9 1 Mill Cylinder Hole 56 7 1 Buffer
22 49 1 31 35 Transportation 57 72 1 69 73 Transportation
23 83 1 31 35 Transportation 58 6 1 71 76 10 1 Assembly Process
24 6 1 35 40 11 1 Assembly Process 59 13 1 73 76 7 1 Lathe Cylinder Tab)
25 7 1 Buffer 60 47 1 73 77 Transportation
26 72 1 35 39 Transportation 61 7 1 Buffer
27 125 1 35 39 Transportation 62 14 1 76 79 8 1 Lathe Cylinder Slot|
28 1 1 39 42 1 1 Lathe Cylinder Tab 63 26 1 Buffer
29 13 1 39 42 4 1 Lathe Cylinder Tab) 64 15 1 79 82 9 1 Mill Cylinder Hole
30 35 1 40 45 Transportation 65 49 1 82 86 Transportation
31 2 1 42 45 2 1 Lathe Cylinder Slot 66 6 1 86 91 11 1 Assembly Process
32 14 1 42 45 5 1 Lathe Cylinder Slot 67 35 1 91 96 Transportation
33 3 1 45 48 3 1 Mill Cylinder Hole 68 11 1 96 102 12 1 Paint Blue
34 9 1 45 51 12 1 Paint Yellow 69 47 1 102 106 Transportation
35 15 1 45 48 6 1 Mill Cylinder Hole

Qg. However, all places have a transition that represents the buffering process. As a result,

queues only occur when the capacity of the place is exceeded. The transition state vector

Q¢ shows the tokens per transition. The transitions consume a predefined amount of energy,

which is added to the idling consumption of the machines. Additionally, the assumption is

made that the transitions related to transportation resources and independent buffers do not

consume power.

5.4.2 Electric Power System

The microgrid lay-out is based on the microgrid in the book by Saadat [51]. The load buses

are corresponding with the machines in the production system. The system consists of nine

transforming or buffering resources B Sme = {Load Bus 1, Load Bus 2, Load Bus 3, Load
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Bus 4, Load Bus 5, Load Bus 6, Slack Bus, RE Generator 1, RE Generator 2}, where the
Slack Bus is considered to be a dispatchable generator (i.e. a connection to the larger power
grid, a battery, etc). The transportation resources are the power lines H;; = {Power Line
1, ..., Power Line 10}. This set of energy resources captures the breadth of functionality

described in the Methodological Development (Section 5.3). The transformation processes

Fig. 5.4: Product net for a yellow birdfeeder [2]

O

Completed
Assembly

in the system are P,p;c = {Generate Power, Consume Power}. The holding processes P, p1G

are assumed to be the same for every bus and every power line and can thus be neglected.

The transportation processes P,y can be derived from Figure 5.5, in which the arrows

leaving the buses indicate the loads.

The input data for the renewable energy generators is generated by the DOE/NREL

alliance [304]. The two renewable energy resources are assumed to be solar photovoltaics;

Main Power
Grid Bus 1
Slack Bus
4—
>
REGen2 Bus3 Bus5

Bus 4 Bus 2

RE Gen 1

Bus 6

Fig. 5.5: Overview of the Microgrid structure [51]
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each with a peak generation of 11.5 MW. Both the power generation and the power consump-
tion are assumed to contain solely the active power. Figure 5.7 shows the energy generation
curve of the generators independently and aggregated. The slack bus sustains the power
balance in the microgrid and is allowed to be both positive and negative. The slack bus can,
for example, be a combination of a connection with the power grid, to offload a generation
surplus, and a gas turbine, to provide when there is a power deficit. The gas turbine, in
this illustrative example, is assumed to have a heat rate of 14,692.6 BTU/kWh at minimum
efficiency, and 11,302 BTU/kWh at maximum efficiency [305,306].

This example demonstrated the breadth of function in the methodological development
(Section 5.3). Future work can add greater redundancy in both the production system as
well as the power grid so as to more deeply investigate control and optimization decision

making algorithms.

5.5 Results & Discussion

The Microgrid-Enabled Production System model succeeds to integrate the microgrid and
the production system in one model. It aggregates both system resources and processes,
which results in the shared knowledge base J;ps.
The system transformation resources are M);ps = {Machine 1, Machine 2, Machine
3, Machine 4, Machine 5, Machine 6, Input Buffer, Output Buffer, Shuttle 1, Shuttle 2,
Slack Bus, RE Generator 1, RE Generator 2}. The system transportation resources are
Hpps = Hyg- The system transformation processes are Pyyps = {Lathe Tab, Lathe
Slot, Mill Hole, Laminate, Paint Yellow, Paint Green, Paint Blue, m;m i m; by, bym;, b by,
Generate Power} Vi,j = 1,2,3,4,5,6;k,1 = 1,2. The system transportation processes
Bymps = Pymc-
Table 5.3 shows the transitions of the tokens in the product Petri net over time. By

inspection it can be concluded that the products evolve correctly through the product net.
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Fig. 5.6: Energy Consumption of the Machines over Time

The transitions in the product net are coupled to the transitions in the production Petri
net. Figure 5.6 shows the energy consumption of the production system’s machine over
the duration of their production schedule of 110 minutes. The energy consumption of
the machines is presented in Figure 5.6. This figure can be compared with the product
net transitions of Table 5.3 and by inspection the energy consumption of the machines
corresponds with the evolutions of the product parts. Additionally, the transitions have
different levels of energy consumption in different machines. This explains the difference in
height between the curve of Machine 1 and Machine 4. Machine 5 and Machine 6 consume

a constant level of energy, which is the result of standing idle.
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Fig. 5.7: Energy Generation over Time

Figure 5.7 displays the energy generation of the three different energy sources over time.

246



Two renewable energy sources (solar photovoltaics) are included. These generators have
the same pattern and the two lines represent the individual pattern (RE. Gen. 1) and the
aggregated pattern (RE. Gen. Total).

Both the renewable energy generation and the production system consumption are highly
variable. The slack bus needs to match the netload of the system. This clearly shows the
challenge of islanded operation of a microgrid-enabled production system, as the ramping
speed of the slack bus needs to be large. To resolve this control problem, there is a clear
need to decrease the variability of the production system energy consumption.

Under the assumption that the gas turbine produces the power demand that is not
provided by the renewable energy resources, the CO, emissions can be calculated with the
provided heat rate data. The heat rate decreases with more efficient operation of the gas
turbine and is thus modeled as a linear function of the relative load on the turbine. The CO,
emissions of the gas turbine are 53.07 Kilogram per 1 million BTU natural gas fed into the

turbine. The CO, are calculated as:

Carbon Intensity )( Heat Rate )( Electrical Energy

5.44
of Fuel [CO,/BTU]/\[BTU/MWh]|/\Generated [MWh]) (544)

CO, emissions = (

The resulting rate of CO, emissions is presented in Figure 5.8.
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Fig. 5.8: CO, emissions from the Gas Turbine over Time

Generally speaking, the microgrid-enabled production system model shows that the
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production activities can be directly coupled as a load to the microgrid. The two unlike
systems come together in a model that addresses the characteristics of each of the systems.
The model shows that a production system that is optimized solely for production, may
impose an unwanted load on the microgrid. Consequently, grid balancing activities would
need to address this variable behavior; as demonstrated in Figure 5.7. The determination
of the firing vectors can therefore be viewed as an opportunity for decision-making that
dynamically manages production activities with the energy management of the microgrid.
Finally, the model can be used to create a better insight in the detailed dynamics of the

microgrid (e.g. transient stability analysis) as has been demonstrated in [27].

5.6 Conclusion & Future Work

This chapter defines a dynamic model for the energy management of microgrid-enabled
production systems. It succeeds in integrating a production system model with a power
grid model, using Axiomatic Design for Large Flexible Engineering Systems. A mutually
exclusive and collectively exhaustive description of processes and resources is introduced,
which form the basis of precise energy accounting and accurate grid operations. The
power flow analysis analyzes the static state of the power system. The outcomes of the
example show that the variable electricity demand imposed by production activities is
ill accommodated by the renewable energy sources alone. The slack bus is necessary to
maintain the balance on the microgrid. Additionally, this model can function to calculate
requirements for microgrid-enabled production facilities, more specifically energy storage
and demand response. In future work, this model may be used for energy management
decisions using the firing vectors that control the production system processes. Different

system set ups can be compared on their electricity consumption and their microgrid impacts.

Chapter Summary:
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This chapter leverages the hetero-functional graph theory structural model as a foundation
for the development of a dynamic microgrid-enabled production system model. The dynamic
model is constructed through imposing the device models on their associated degrees of
freedom. This model is able to describe the product and power flow through a microgrid-
enabled production system of arbitrary size, topology, and coupling. Finally, the modeling
approach is demonstrated on a test case. The test case is simulated and calculates carbon

emissions of the system as a proxy of sustainability. [
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Chapter 6

Optimization of Dynamic Systems with

Hetero-functional Graph Theory

Chapter Abstract:

This chapter develops the first hetero-functional network minimum cost flow optimization
program for engineering systems. This chapter builds on the hetero-functional graph theory
structural model, as developed in Chapter 3, and the hetero-functional graph theory-based
dynamic model, as developed in Chapter 5. The work in this chapter has yet to be submitted
for publication.

The chapter starts by establishing two new elements in support of dynamic system
models based on hetero-functional graph theory. First, the relationship between the hetero-
functional incidence tensor and the field of Petri nets is established. Second, the device
model matrix is defined that describes the device models for the system processes.

The chapter then defines the transformation of the Petri net-based dynamic model to
the hetero-functional network minimum cost flow program. This program adheres to the
quadratic program canonical form. As a result of the Petri net and hetero-functional graph
theory foundations, the program successfully accommodates: the explicit definition of time,

the optimization of flow for multiple operands, the transformation of one operand into
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another, the storage of operands, and the description of the state of both the engineering
system and the operands. The program enables optimization of systems of arbitrary size,
topology, and operand types, as long as the device models can be approximated as linear
relationships.

The chapter demonstrates the use of the optimization program by modeling and simu-
lation of a hydrogen-natural gas test case. This is the first hydrogen-natural gas test case
to the knowledge of the author. The optimization is performed such that the trade-offs and

interdependencies of the two systems become apparent.

6.1 Introduction

Over the past decades, engineering systems have developed as networks of systems that
deliver multiple services across multiple domains [307]. Examples of such socio-technical
systems are the electrified transportation system [30, 308, 309], the energy-water nexus
[296,310-312], and the multi-modal energy system [313]. These systems have become
increasingly interdependent across domains as a result of market forces and the associated
pursuit of efficiency and cost reductions [5]. For example, the New England electric power
grid relies more than ever on natural gas for its electricity generation, whereas the same
natural gas is also needed to heat homes in the winter.

The interdependence of engineering system services has lead to a need for a better
understanding of the holistic dynamics and trade-offs in these systems [241,307]. Modeling
tools can support the pursuit for more insight into engineering system and their optimal
control. These tools need to be quantitative, represent the heterogeneity of the modeled
system, and be generalizable across domains [48].

Existing optimization methods are generally based on conventional graph theoretic

approaches, or on discipline and application specific dynamic models. Minimum cost
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flow programs, for example, are based on networks [93] and consequently fail to address
heterogeneity of function. The multilayer networks community has aimed to expand
graph theory to accommodate heterogeneity of function [314], but Kiveld et. al. have
identified eight modeling limitations to the types of systems that can be modeled with
multi-layer networks [95]. Consequently, optimization programs based on those foundations
inherently impose those same limitations. A graph-based approach was also used in the multi-
commodity network flow optimization programs [315-317]. This approach does implement
a notion of heterogeneity of function, but it does not integrate a specific description of
operand state or storage in its program. Finally, approaches that optimize discipline or
application specific programs lack generalizability [48].

Hetero-functional Graph Theory provides a rigorous modeling method that does not im-
pose the previously mentioned modeling limitations of multilayer networks [5]. Furthermore,
hetero-functional graph theory has been used in a variety of engineering system applications,
to define both structural [2,5, 14, 15,22,28,44] and dynamic models [30-35]. However,
hetero-functional graph theory has not been used as a foundation to an optimization program.
This work proposes the first hetero-functional graph theory-based optimization program,

entitled: the Hetero-functional Network Minimum Cost Flow Program.

6.1.1 Original Contribution

This work intends to define the first hetero-functional network minimum cost flow optimiza-
tion program. This entails that the optimization program balances supply and demand of
multiple types of operands at distinct locations over time. The problem is solved as a linearly
constrained, convex quadratic program. The program can be applied to a wide variety of
unlike application domains, as the operands may be transformed, assembled, and disjoined.

In the process of developing the hetero-functional network minimum cost flow op-
timization program, this work also establishes the first formal connection between the

hetero-functional incidence tensor, arc-constant colored Petri nets, and the engineering
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system net. Furthermore, it establishes the first integration of device models to the system
service feasibility matrices that couple the engineering system net dynamics to the operand
behavior.

Finally, this work demonstrates the hetero-functional network minimum cost flow opti-

mization program by optimizing the first hydrogen-natural gas infrastructure test case.

6.1.2 Outline

The background (Sec. 6.2) provides an introduction to Hetero-functional Graph Theory
and Petri nets. The former is used as the structural backbone of the structural model, and
the latter is used as a foundation to describe the system’s dynamics. Sec. 6.3 introduces
the hetero-functional graph based dynamic model that incorporates device models. Sec.
6.4 then defines the hetero-functional network minimum cost flow optimization program.
Sec. 6.5 introduces a hydrogen-natural gas networked infrastructure test case as an example
engineering system. This test case is modeled and optimized in Sec. 6.6. Sec. 6.6 presents
the hetero-functional graph model, the minimum cost flow optimization program, and the
outcomes of the optimization program for the specified test case. Finally, Sec. 6.7 concludes

the work and recaps the main contributions of the work to the literature.

6.2 Background

Hetero-functional Graph Theory (HFGT) was introduced over a decade ago for the study
of reconfigurability of manufacturing systems [2,6,7,20] and has since been applied to a
number of large flexible engineering systems including electric power grids, water systems,
transportation systems, healthcare, and interdependent infrastructures. Schoonenberg et
al. [5] have produced a consolidating text on Hetero-functional Graph Theory, which has
been further extended to include a tensor-based formulation [52]. Hetero-functional graph

theory introduces a large number of modeling constructs that are not found in “traditional”
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graph theory [5,52]. Therefore, in order to maintain the self-contained nature of this paper
many of the prerequisite terms are defined here for the reader’s convenience and will serve
as the basis for developing the hetero-functional network dynamics in Sec. 6.3 and the
hetero-functional network minimum cost flow in Sec. 6.4. This section also introduces
several relevant definitions from the Petri net literature [249,318]. More specifically timed
arc-constant colored Petri nets serve as an intermediate modeling vehicle that facilitates the
transformation of a hetero-functional graph into hetero-functional network minimum cost
flow optimization program.

This section starts with an overview of the System Concept in Hetero-functional Graph
Theory in Sec. 6.2.1. After which, it continues to discuss the hetero-functional incidence
tensor in Sec. 6.2.2. Sec. 6.2.3 then covers Timed Petri nets that are used in Sec. 6.2.4 as a
foundation for the Hetero-functional Graph Theory Service Model. Sec. 6.2.5 introduces
mathematical foundations for multi-sets (i.e. bags) which is required for the introduction of

Arc-Constant Colored Petri nets in Sec. 6.2.6.

6.2.1 Hetero-functional Graph Theory: System Concept

The first hetero-functional graph theory modeling construct is the system concept.

Definition 6.1 — System Concept [2,6,14,17,20,98]: A binary matrix Ag of size o(P) X
0(R) whose element Ag(w,v) € {0, 1} is equal to one when action e,,, € £ (in the SysML
sense) is available as a system process p,, € P being executed by a resource r,, € R The o()

notation is used return the size of a set. [ |

In other words, the system concept forms a bipartite graph between the set of system
processes and the set of system resources [14]. The definition of the system concept relies

on several other definitions: system resource, system process, and system operand.

Definition 6.2 — System Resource [104]: An asset or object 1, € R that is utilized during

the execution of a process. |

Definition 6.3 — System Process [104,239]: An activity p,, € P that transforms a predefined
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set of input operands into a predefined set of outputs. |

Definition 6.4 — System Operand [104]: An asset or object [; € L that is operated on or
consumed during the execution of a process. They are the inputs and outputs of systems

processes and “move" through the system. [

It is important to recognize the system resources are classified into three categories.
R=MUBU H, where M is the set of transformation resources, B is the set of independent
buffers, and H is the set of transportation processes. Furthermore, the system buffers
Bs = M U B are introduced as well. Fig. 6.1 shows this classification as a SysML block
diagram. Similarly, the system processes are classified as well. P = P, U B;, where P, is
the set of transformation processes, and P; = P7/><P,7 is the set of refined transportation
processes, and where X is the Cartesian product. Fig. 6.2 shows the flow of system

processes as an activity diagram [5].

package Model[ <& LFES-ResourceArchitecture ]J

Resources R

+Transport Operand()
+Hold Operand()

Transportation Buffers B_S
Resources H

Transformation Independent
Resources M Buffers B

+Transform Operand()

Fig. 6.1: A SysML Block Diagram: the meta-architecture of the allocated architecture of an
LFES from a system form perspective [5].

activity LFES-Swimlanes ( Output Operand, Input Operand ) [ = LFES-Swimlanes ]J

T i M R=MUBUH

: Transform
.

Fig. 6.2: A SysML Activity Diagram with swim lanes: the meta-architecture of the allocated
architecture of an LFES from a system function perspective [5].

: Transport

"

in Input
Operand

Operand

out Output

/‘ Operand

J

Finally, HFGT makes extensive use of the total number of degrees of freedom (or system
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capabilities) DOFj.
o(P)o(R)
DOFs = o(&) = ZZAS(w,v) (6.1)

w v

6.2.2 Hetero-functional Graph Theory: Incidence Tensor

The second hetero-functional graph theory modeling construct is the hetero-functional inci-
dence tensor Mp [52]. It defines the structural relationship between the system capabilities

&g, the system operands L, and the system buffers Bg.

—_— o~

My =M)- M, (6.2)

Definition 6.5 — The Negative 3’4 Order Hetero-functional Incidence Tensor ME [52]:
The negative hetero-functional incidence tensor /\f7l;_ € {0,1)9(L)xo(Bs)x0(€s) ig a third-order

tensor whose element ﬂ;(i,y, ) = 1 when the system capability €, € &g pulls operand

I; € L from buffer bsy € Bg. [ |

Definition 6.6 — The Positive 3'Y Order Hetero-functional Incidence Tensor /Wg [52]:
The positive hetero-functional incidence tensor /Wg € {0, 1}0(L)xa(Bs)xa(Es) jg g third-order
tensor whose element Mg(i,y, ) = 1 when the system capability €, € Es injects operand

I; € L into buffer bsy € Bg. [ |

These definitions can be used directly to determine the non-zero elements of the respective
incidence tensor. Alternatively, Farid et. al. have provided a method for their calculation
from more fundamental hetero-functional graph theory concepts [52].

The development of the hetero-functional network minimum cost flow optimization
program requires the matricization (or “flattening") of the hetero-functional incidence tensor

into a hetero-functional incidence tensor where the operand (i.e. first), and the buffer (i.e.
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second) dimension are combined. The matricization function F,() is adopted from [52].

M, = Fy (M,,[1,2],[3]) (6.3)
My = Fr(M,,[1,2],[3]) (6.4)
My = Far (M}, [1,2),[3]) 6.5)

6.2.3 Timed Petri nets

As mentioned previously, timed Petri nets serve as an intermediate modeling vehicle that
facilitates the transformation of a hetero-functional graph into a hetero-functional network

minimum cost flow optimization program.

Definition 6.7 — Continuous Marked Place-Transition Net (Graph [249,319]): A bipar-

tite directed graph represented as a 5-tuple V' = {S,E,M, W, Q}, where

N is the place-transition net.

S is a finite set of places.

£ is a finite set of (instantaneous) transitions, such that BNE =@ and SUE = 0.

MC (SxE)U(ExS)is aset of arcs of size 0(M) from places to transitions and
from transitions to places in the graph. Furthermore, defined are the associated
incidence matrix M = M™ — M~ where the positive incidence matrix has element
M*(s,e) € {0, 1} and the negative incidence matrix has element M (s, e) € {0, 1} for

all (s,e) e S x €.
* W:M — R, is the set of weights on the arcs.

* Q:SUE — Ris the marking of the place-transition net states.
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The definition of the weights W and the markings Q over the real numbers gives the Petri

net its continuous rather than discrete nature. [ |

Definition 6.8 — Timed Place-Transition Net Dynamics [249]: Given a binary input firing
vector U~ [k] and a binary output firing vector U*[k] both of size o (&) x 1, and the positive
and negative components M* and M~ of the Petri net incidence matrix of size o(S) X o (&),
a(€)

the evolution of the marking vector Q € R7(S)+

Or(Q[k], UT[k], U™ [k]):

is given by the state transition function

Qlk + 1] =D (Q[k], U™ [k], U™ [k]) (6.6)
where Q = [Qp; Q¢] and
Qplk+1]=Qplk] + MTU*[k] - M~ U [k] (6.7)
Qelk+1]=Q¢[k] - U™ [k]+ U [k] (6.8)
Ujlk+kay] =Uy[k] (6.9)

and where UI;[k] indicates the 1*" element of the U~[k] vector and Eq. 6.9 allows for a

transition duration of k;,, between the negative and positive firing vectors. |

6.2.4 Hetero-functional Graph Theory: Service Model

The third hetero-functional graph theory modeling construct utilizes Defn. 6.7 and is called
the service model. It describes the collective behavior of operands in an engineering system.

It is composed of one service Petri net and one service feasibility matrix for each operand.

Definition 6.9 — Service Petri Net [10,11, 14,35,44]: Given service [;, a service net ./\/'11. 18

marked place-transition net where

Afli = {Sli’ SlilMli’ Wlil Qll} (610)
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where
* 5y, is the set of places describing a set of service states.
* &, is the set of transitions describing service activities.

o M. C (S, x &)U (&, xS;) is the set of arcs describing the relations of (service states
to service activities) and (service activities to service states). Furthermore, defined are
the associated incidence matrix M;, = M lj -M I where the positive incidence matrix
has element Mlj (scisex;) € {0,1} and the negative incidence matrix has element

Ml:(sal.,exli) € {0,1} for all (s¢;, ex,) € Sp, x &},

e Wi, : M, — [0...1] is the set of weights on the arcs describing the service transition

probabilities for the arcs.

* Qy, is the Petri net marking representing the set of service states.

Service Net - Deliver Service Net - Deliver Service Net - Deliver
Potable Water Electric Power EV

Fig. 6.3: Three service nets. One for each operand (a) Water, (b) Power, and (c) Electric
Vehicle [5].

Fig. 6.3 displays a service net for three operands. The places track the operand state,
and the transitions evolve the state of the operand. Furthermore, the transitions can “create”
or “destroy" operands, by transitions that do not have an origin or destination respectively.

Service Petri nets have the following dynamics:

Definition 6.10 — Service Net Dynamics [249]: Given a binary input firing vector U;" [k]
and a binary output firing vector U, [k] both of size o(£};) x 1, and the positive and negative

components M;" and M of the Petri net incidence matrix of size o(S;,)xc (&},), the evolution
1 1
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of the marking vector Q;. is given by the state transition function @, (Q;.[k], U [k], U} [k]):
Qu,lk +1] = @y, (Qy,[k], Uy [k], U} [K]) (6.11)

where Q) =[Qs;; Qg ] and

Qs [k -+ 1] =Qs1[k] + MUY [K] - M; UL k) (6.12)
Qei,lk +1] =Qey [k] - Uy [k] + Uy [K] (6.13)
The duration of the service net transitions is discussed specifically in Sec. 6.3.3. [

In addition to the service petri net, the hetero-functional graph theory service model
includes the service feasibility matrix.
Definition 6.11 — Service-Capability Feasibility Matrix [52]: For a given service [;, a
binary matrix of size 0(&},) X 0(£s) whose value /~\Z-(x, ) = 1 if ey, realizes capability ey,
Furthermore:

A =Ar@oA; (6.14)
such that X:“ enables capability ey, to generate the output I; and Kl_ enables capability egy,

to use /; as its input. [ |

The service feasibility matrix couples the operand behavior to the hetero-functional graph

theory incidence tensor.

6.2.5 Multi-sets

In order to discuss arc-constant colored Petri nets in the next subsection, a mathematical

foundation for multi-sets is introduced here.

Definition 6.12 — Multi-set or Bag [318]: A multi-set m, over a non-empty set S, is a

function of m € [S — IN]. The non-negative integer m(s) € IN is the number of appearances
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of the element s in the multi-set . The multi-set m is represented by a formal sum:

Zm(s)'s (6.15)

seS

Sums denotes the set of all multi-sets over S. The non-negative integers {m(s) | s € S} are
called the coefficients of the multi-set 11, and m(s) is called the coefficient of s. An element

s € § is said to belong to the multi-set m iff m(s) = 0, and thus s € m. |

In this work, this multi-set definition is relaxed so that m(s) € R* to allow for fractional

members of a set. Finally, multi-sets admit arithmetic operations as expected.

my+my = Z(ml(s) + my(s))‘s (6.16)
seS

my—my =) (my(s) = m(s)'s (6.17)
seS

nxm= Z(n*m(s))'s (6.18)
seS

where mq, m, € S5 and all n € R*.

6.2.6 Arc-Constant Colored Petri Nets

In addition to timed place-transition nets, arc-constant colored Petri nets (ac-CPN) serve as
an intermediate modeling vehicle that facilitates the transformation of a hetero-functional
graph into a hetero-functional network minimum cost flow optimization program. More

specifically, ac-CPNs are used to introduce operand heterogeneity to the Petri net logic.

Definition 6.13 — Arc-constant colored Petri net (ac-CPN [249,319]): An arc-constant

colored Petri net N, is defined by a tuple Ny = {S¢,Ee, M¢,C, cd, Qc}, where
* Sc is a finite set of places,

» & is a finite set of transitions disjoint from S,
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M¢ C (SexE¢)U(EexSe). The associated incidence matrix My = M; —M where the
positive incidence matrix M € BlScxlel has element M (s, ec) € Bag(cd(s,)) and
the negative incidence matrix M, € BlScIx€cl has element M, (s e.) € Bag(cd(s.))

for all (s.,e.) € S¢ x E¢.

C is the set of color classes.

cd : S¢ — C is the color domain mapping.

Qc € Bag(cd(s,)) is the marking vector of the arc-constant Colored Petri Net states.

It is equal in size to the number of places.

Note that 5 = Bag(A), where A is the union of all color sets C. Furthermore, the difference
operator in M = M — M, follows Eq. 6.17. Finally, in comparison to the Place-Transition
Net, the arc weights of an ac-CPN are integrated into the incidence matrices directly and
the marking of the net is now over Bag(cd(s.)) instead of over the set of positive real

numbers. L

Definition 6.14 — Arc-Constant Colored Petri Net State Transition Function @():

Qelk +1] = De(Qelk], U [k], UZ[K]) Vke{l,...,K) (6.19)

where Q¢ = [Qpc; Qgc] and

Qpelk + 1] =Qpc[k] +M; Ug (k] ~M, U [k] (6.20)
Qeelk +1] =Qgcl[k] —Ug[k] +U; [k] (6.21)
ULk + kay] =Ug, [K] 6.22)

U, l/)[k] indicates the 1" element of the U, [k] vector and Eq. 6.22 allows for a transition

duration of k;,, between the negative and positive firing vectors. |
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While ac-CPNs are valuable tool for modeling, verification, and visualization, they must
be transformed into place-transition nets prior to their use in an optimization setting. Jensen
has defined the steps necessary for such a transformation [318]; which is summarized here

using a tensor-based treatment.

Algorithm 6.1 — Conversion from an ac-CPN to a PN:
Input: Np ={Sc,Ec,M¢,C,cd,Qc}
Output: N ={S,&, M, W, Q}

1. Split the places of the ac-CPN for each color set. S = CXS.
2. Retain the transitions of the ac-CPN. £ = &.

3. Redefine the multi-set negative incidence matrix M as a third-order negative inci-
dence tensor M, where M (c,s., e.) = M (s, e.)’c. Matricize this tensor along the

first two dimensions. M~ = Fy, (ME, [1,2], [3])

4. Redefine the multi-set positive incidence matrix M; as a third-order negative incidence
tensor M} where M (c,s.,ec) = M (sc,e.)'c. Matricize this tensor along the first

two dimensions. M* = Fy, (ME, [1,2], [3])

5. Redefine the initial multi-set marking vector Qpc[0] as a matrix Qpc[0] where

Qpe(c,5:)[0] = Qpe(se)’c[0]. The vectorize this matrix. Qg[0] = vec(Qpc[0]).

6. Retain the initial conditions of the ac-CPN transitions. Q¢[0] = Q¢ [0].

6.3 Hetero-functional Network Dynamics

Given the foundation of hetero-functional graph theory and Petri-net definitions provided
above, this paper now derives the Hetero-functional Network Dynamics. The dynamic model
consists of three parts: (1) the Engineering System Net, which represents the dynamics of

the engineering system, (2) the Service Net, which represents the dynamics of the system
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operands, and (3) the Synchronization Matrix, which couples the operand behavior to the
engineering system net behavior. The hetero-functional network dynamics are modeled
in discrete time. Continuous time dynamics may be discretized into discrete-time [131]
and discrete-event dynamics can be given a system clock and scheduled event list [129] to
recover discrete-time dynamics. The three parts of the hetero-functional network dynamics

are now discussed in sequence.

6.3.1 Engineering System Net

The engineering system net describes the dynamics of the engineering system.

Definition 6.15 — Engineering System Net: An arc-constant colored Petri net

Ne ={Bs,E5,M¢, L, cd, Q}, where
* Bg system buffers are the set of places,
» &g system capabilities are the set of transitions (disjoint from Bg),

* M C (Bs x Es) U (Es x Bg). The associated incidence matrix My = M} — M, such

that

Mg(y’ lzb) = Z(M‘_)(llly’ ll)))/ll € {le"'lla(L)} (6.23)
l;eL

Mg(y, 11D) = Z(]\/T;)r(ll’y’ lzb))/ll € {le"'l la(L)} (6.24)
l;eL

* L (system operands) are the set of color classes.
* cd : Bg — L is the color domain mapping.

* Q € Bag(cd(s)) is the marking vector of the engineering system net. It represents the

state of the engineering system.
|
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Here, it is important to recognize that the positive and negative hetero-functional incidence
tensors indicate the presence of “colored" arcs in the arc-constant colored Petri net. Conse-
quently, the hetero-functional incidence tensor can be used to straightforwardly recover the
engineering systems behavior via the arc-constant colored Petri net state transition function
@c() (Defn. 6.14). Furthermore, from a physics perspective, the engineering system net as
defined above imposes continuity laws for all colored-operands at all system buffers. Finally,
this engineering system definition provided is a generalization of the one used in prior hetero-
functional graph theory work for transportation systems [23-25], electrified transportation
systems [30-33], production systems [2, 6,7, 14, 15, 19, 20, 22], and microgrid-enabled

production systems [34,35].

6.3.2 Device Model Refinement of the Engineering System Net

In addition to the continuity laws imposed by the engineering system net defined in the
previous section, a set of device models must be added to describe the behavior of each
system capability (or degree of freedom). The nature of the device model depends on 1.)
the type of engineering system, 2.) the nature of each capability, and 3.) the resolution
(or degree of decomposition) by which the capability has been defined. In time-driven
systems with engineering physics and “elemental” capabilities, these device models are
constitutive laws (e.g. Ohm’s resistor law, the capacitor law, and the inductor law) and
compatibility laws (e.g. Kirchoff’s Voltage law for electrical circuits) [27,320]. In such
cases, the structural degrees of freedom (i.e. system capabilities) are equivalent to the
degrees of freedom (i.e. generalized coordinates) in engineering physics [2,6, 14,20]. In
other cases (e.g. power systems engineering), many elemental capabilities are combined
into a single capability with a complex device model expressed as a set of simultaneous
differential algebraic equations [27,321].

Given the tremendous diversity of engineering system device models, for the purposes

of the hetero-functional network minimum cost flow optimization, this work restricts itself

265



to device models that create a fixed ratio between input and output operands (L) for each of
the system process (P). These ratios are most easily implemented in a positive and negative
device model matrix.
Definition 6.16 — Positive Device Model Matrix : A matrix D} € R*o(L*xo(P) whose
element D} (i, w) describes the relative quantity of operand /; ejected by process p,,. W
Definition 6.17 — Negative Device Model Matrix: A matrix Dy € R*7(L*9(P) whose
element Dy (i, w) describes the relative quantity of operand /; consumed by process p,,. W
The primary advantage of using device models of this form is that they can be readily

folded into the positive and negative hetero-functional incidence tensors respectively.

M = (1090 (1907 @ D ) PT) 0 AT (6.25)
M = (1090 (19T g D3 ) PT) 0 A, (6.26)

where o is the third-order outer product [322,323], and /T/l\g and /T/l\f; are the positive and
negative third-order device model refined hetero-functional incidence tensors of size o (L) x
0(Bg) x 0(&s). These refined hetero-functional incidence tensors are then reincorporated

directly into engineering system net (in Defn. 6.15).

6.3.3 Operand Behavior with the Service Model

The second element in the hetero-functional network dynamics is the system operand
behavior through Service Nets (Defn. 6.9) and their dynamics (Defn. 6.10). These definitions

are adopted directly into the hetero-functional network dynamics without change.

6.3.4 Synchronization Matrix

In hetero-functional graph theory, the engineering system net and the service nets are coupled
through the service feasibility matrices (Defn. 6.11). The coupling of their dynamics is

achieved through the synchronization of the engineering system net and service net firing
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vectors. The state of the engineering system net is distinct from the state of the service net,
but the transitions of both nets are coupled in time. The negative firing vectors indicate the
start of transitions, they are synchronized by the negative service feasibility matrix Ki‘. The
positive firing vectors indicate the end of transitions, they are synchronized by the positive
service feasibility matrix Kj

The service synchronization must, however, also reflect the device models as imple-
mented in the engineering system net. Consequently, the service feasibility matrices are first

converted to the Synchronization Matrices:

At = K;@([ef DT pg (1907 @ Dlg)] ® 110@-)) (6.27)

AT =A70 ( [ef WTp (1oRT g Dg)] ® ]1"<51i>) (6.28)
Vie{l,...,o(L)}
Then, the positive and negative firing vectors of the engineering system net and service nets

are synchronized through the service synchronization equations:

Uf [kl =AFUSK] Vie(l,...,o(L), ke{l,...,K) (6.29)

Ur[k]=A7Ug[k] Yiefl,...,o(L)}, ke(l,...,K) (6.30)

Note that the duration of transitions in the service net is a result of the duration of transitions

in the engineering system net.

6.4 Hetero-functional Network Minimum Cost Flow

This section develops the hetero-functional network minimum cost flow optimization pro-
gram so as to optimize the dynamic system model developed in the previous section (Sec.

6.3). The first four constraints incorporate the engineering system net (Sec. 6.4.1) and
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service net dynamics (Sec. 6.4.2), their synchronization (Sec. 6.4.3), and their transition
duration (Sec. 6.4.4). The section then defines the boundary constraints (Sec. 6.4.5), the ini-
tial and final conditions (Sec. 6.4.6), the capacity constraints (Sec. 6.4.7), and the objective

function (Sec. 6.4.8). Finally, Sec. 6.4.9 provides the compiled optimization program.

6.4.1 Engineering System Net

The engineering system net was defined as an ac-CPN in Sec. 6.3.1. The state of the
ac-CPN is defined as a multiset, which cannot be optimized with a conventional quadratic
program over reals. It is therefore necessary to convert the ac-CPN to a regular Petri net
using Algorithm 6.1. As a result of the conversion, the engineering system dynamics are

now described by a net with the following properties:

S is the set of places with length: ¢(L)o(Bg),

£ is the set of transitions with length: ¢(&s),

M is the set of arcs, with the associated incidence matrices: M =M™ — M,

W is the set of weights on the arcs, as captured in the incidence matrices,

Q is the marking vector for both the set of places and the set of transitions.

The state transition equations of the engineering system net are:

Qlk + 1] = O (Q[k], U[K], U*[k]) Vke(l,...,K) (6.31)

where Q = [Qp; Q¢] and

Qplk+1] = Qglk] + M*U*[k] - M~ U~ [k] (6.32)

Qelk+1] = Qe[k] - UT[k]+ U[k] (6.33)
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where Ut = U, U™ = Uy, Qp has size 0(L)o(Bg) x 1, and Q¢ has size 0(Es) x 1. These

state transition functions are incorporated directly into the quadratic program in Sec. 6.4.9.

6.4.2 Service Net

The service net was defined as a Petri net in Sec. 6.2.4. Recall that its dynamics are
described by the transition function in Eq. 6.11. The optimization program constraints

require the concatenation of the state space equations over all the operands in the system:

@; (Qc[k], Uy [k], Uf [k]), where Qp = [Qsp; Qer]:

Qerlk+1] = Qer[k] - Uf[k]+ U [k] Vke{l,...,K) (6.35)

where: Qg has length 0(Qsr) = ) ;.1 0(S);) and is the vertical concatenation of the

service net place markings for all operands in L:

Qs
Qsr=| (6.36)

Qsi,)

Qg has length 0(Qgr) = )¢ 0(&;) and is the vertical concatenation of the service net

transition markings for all operands in L:

Qel,
Qer=| (6.37)

Qet,)

269



U, and U] are the vertical concatenations of the service net positive and negative firing

vectors for all operands in L:

Ut U,
1 1
Uf = -, Uy = (6.38)
+ —
Ul(r(L) Ul(r(L)

where U;" and U; have size 0(Qgy)x 1. Finally M; and M; are the block-diagonal positive

and negative system service net incidence matrices:

Mp oo 0 M ... 0
1 1
Mi=|: L Mp=| o : (6.39)
0 M 0 M
Lo lo(r)

where M;" and M| have size 0(Qgsp) X 0(Qgp).

6.4.3 Synchronization Constraint

The synchronization of the engineering system net and the service nets was defined in Sec.
6.3.4. The conversion from the engineering system firing vector U to the Petri net firing

vector U requires the conversion of Egs. 6.29 and 6.30 to:

Uf[k|=ATU*[k]  Vke{l,...,K) (6.40)
U[kl]=A"U[k]  Vkell,...K} (6.41)
where:
A7 Ay
A= |, A =| : (6.42)
Al Asy
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6.4.4 Duration Constraints

The duration constraints are adopted from Eq. 6.22. As the Engineering System Net firing

vector is converted to a Petri net firing vector, the equation is defined as:
Ui[k+kdlp]:U1;[k] Vkefl,...,K} (6.43)

where U,, [k] indicates the 1" element of the U~[k] vector and where kay is the duration

of engineering system net transition .

6.4.5 Boundary Constraints

The boundary constraints are the fifth element in the program. They define the interaction
between the dynamic system and the context. These constraints are specifically used when
modeling an open system. The boundary constraints consist of two types: 1) demand con-
straints that control output transitions and 2) supply constraints that control input transitions.

The demand constraints are imposed on U~ [k]:
D, U [k] = Cp k] VYkel(l,...,K) (6.44)

where Dg,, is a transition selector matrix of size: (Egy) X 0(Es), with one filled element
per row in the column of the selected transition, where o (Eqy) is the number of output
transitions. Vector Cg,,[k] contains the demand data for each time step k.

The supply constraints are imposed on U [k]:
Dp,U*[k] = Cg,lk] Vkell,...,K) (6.45)

where Dy, is a transition selector matrix of size: 0 ()% 0(Es), with one filled element per
row in the column of the selected transition, where o (&}, ) is the number of input transitions.

Vector C Bp[k] contains the supply data for each time step k. The boundary constraints are
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combined in a single equation:

D 0 ||U" C
7 kl=| "kl Vke(t,..,K) (6.46)

0 Dg,||U” Cgy

6.4.6 Initial and Final Conditions

The initial conditions constrain the system at the initial time step: k = 1. This allows the
program to be used with a pre-populated system (also called a “hot-start"). The initial
conditions of the input transitions should be left undetermined when modeling an open
system — the optimization program will determine the quantities of the operands that need to

enter the system in order to satisfy the demand. The initial condition constraints are:

[QB;Qg;QsL] [k=1]= [CBl;Cgl}CSLl] (6.47)

“, "

where “;” is the MATLAB operator to define a vertically concatenated matrix.

The final conditions constrain the system at the final time step: k = K + 1. The final
conditions of the output transitions should be left open when modeling an open system. The
state of those transitions in the last time step contains the cumulative outputs of that specific
transition. Finally, in order to ensure that all tokens are accounted for, the negative firing

vectors of the engineering system net and the system service net are set to zero.

Qp; Qe Qs U5 Ui] [k=K+1]= [CBK;CgK;CSLK;O;O (6.48)
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6.4.7 Capacity Constraints

The capacity constraints impose limits on the engineering system net. The capacity con-

straints limit the amount of each operand that can be fired at any point in time:

Uk]<Cy Vkell,..., K} (6.49)

This equation is modified to account for system input transitions: transitions that input
operands to the system without a predetermined value. These transitions are constrained
specifically on the positive firing vectors.

Do, o0 |lut
cr k]<Cy Vke(l,..,K+1) (6.50)

0 I1°)|lu

where D¢, selects the system input transitions without a predetermined value.

6.4.8 Objective Function

Finally, the objective function motivates the objective of the optimization program. It
contains the cost or benefit of the execution of the decision variables. For the hetero-
functional network minimum cost flow program, the cost is related to the execution of
engineering system net transitions. However, when desired, cost can be imposed on other
elements of the set of decision variables. The set of decision variables (as defined piece-wise

in the previous sections) is defined as:

x[k]={Qp; Qc; Qs1; Qe U+5U_2UL+5UE] (k] Vkell,...,K+1} (6.51)
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where the size of the set of decision variables is:
o(x) = (K+1)(0(Bs)+30(Es)+0(Qsr) +30(Qer)) (6.52)

The cost function is imposed on the decision variables as either a linear or a quadratic
function. This work introduces a quadratic objective function. The resulting objective

function has the following form:
minimize Z = x" Fopx + fgpx (6.53)

where Fop > 0 is the quadratic cost coefficient (a matrix of size o'(x) x (x)), and where
fop = 0 is the linear cost coefficient (a vector of size o(x) x 1). Note that the quadratic
cost matrix Fgp is assumed to be diagonal. Furthermore, for all zero-valued elements on
the diagonal, an infinitesimally small value may be added to ensure that the quadratic cost

matrix is positive definite (Fgp > 0). This guarantees convexity of the quadratic program.

6.4.9 Optimization Program Compilation

Finally, this section compiles the elements of the optimization program to define the hetero-
functional network minimum cost flow program. The canonical form of a linearly con-

strained quadratic program is presented below:

minimize Z = x" Fopx + fopx (6.54)
s.t. Agpx = Bgp (6.55)
Dopx < Egp (6.56)
x>0, xeR (6.57)

where:
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* x has size o(x) x 1, as defined in Eq. 6.52,

* Fop has size: o(x) x o(x),

fop has size: o(x) x 1,

* Agp has size: 0(Agp) X o(x)

Bgp has size: 0(Agp) x 1,

Dgp has size: o(Dgp) X 0(x)

Egp has size: 0(Dgp) x 1.

Matrix Agp and vector Bgp are constructed by concatenating eight constraints (Egs.
6.58 through 6.65) over all time steps K with the initial and final condition constraints (Egs.

6.66 and 6.67):

~Qplk +1]+ Qplk] + M*U*[k] - M~U~[k] =0 (6.58)
~Qelk +1]+ Qe[k] - U*[k]+ U~ [k] =0 (6.59)
~U*[k +kgy]+ UT[k] =0 (6.60)
—Qgplk+ 1]+ Qgp[k] + M; Uj [k] - M; Uy [k] =0 (6.61)
—Qerlk+ 1]+ Qer[k] - Uj [k] + Uy [k] =0 (6.62)
Uf [k]- AtU*[k] =0 (6.63)
U [k]-A~U[k] =0 (6.64)
Pop O g =] g (6.65)
0 Dg,||U" Chn

where Eqs. 6.58 through 6.65 defined for all k € {1,...,K}. The initial and final condition

275



constraints are:

[QB;Qg}QSL] [k=1]= [CB12C51§C5L1] (6.66)

[QBI QS} QSL; U_, UE:| [k =K+ ].] = [CBKI CgK, CSLK; 0; O] (667)

Consequently, the number of rows in the Agp matrix is defined as:

o(Agp) = K[0(Qp) +20(Q¢) + 0(Qs1) + 30(Qer) +
0 (Eou) + 0(En)] +0(Qp) +0(Qs) + 0(Qs1) +

0(Qp)+20(Qg) +0(Qsr) +0(Q¢r) (6.68)

Note that the number of decision variables is defined over K + 1 time steps to accommodate
the mathematical structure of the state transition equations.

The inequality constraints, Dx < E, contain the capacity constraints:
0 U+

P o [k]<Cy  VYke{l,..,K+1}) (6.69)
0 I°@)||U-

D¢

which is defined over the time steps K + 1 to maintain consistency with the number of

decision variables. The number of rows of the inequality matrix Dgp is defined as:

o(Dgp) = (K +1)| 0 (1) + 0 (Qs)] (6.70)

6.5 Illustrative Example: Hydrogen-Natural Gas System

This section introduces a test case to demonstrate the application of the hetero-functional
network minimum cost-flow program. The section first introduces the context of the test

case, then it provides the test case data and finally, the it introduces four optimization
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scenarios.

6.5.1 Introduction

Test cases enable the study of modeling, simulation, and optimization methods of complex
critical (infrastructure) systems [50,251,254]. The test case in this work is the first hydrogen-
natural gas infrastructure test case to the knowledge of the authors. The test case is inspired
by the Dutch natural gas system and the plans for a European hydrogen pipeline network
[324] and it does not aim to represent the current or future system.

The plans to develop hydrogen infrastructure are driven by the need for the reduction of
carbon emissions. Electrolysis enables carbon-free generation of hydrogen from electric
power and water. Consequently, hydrogen may serve as an intermediate mode of energy
storage. A secondary benefit is that some industrial processes require a high-heat energy
source. This is challenging to achieve through electric power, but hydrogen provides a (still
expensive) alternative to natural gas and coal. Finally, natural gas is currently used as the
energy source for the production of hydrogen. As a consequence, the hydrogen and natural
gas system have interdependencies and overlap of their services. This interdependent system

is especially challenging to operate and optimize.

6.5.2 Test Case Data

This subsection first introduces the physical lay-out of the test case. Then, it discusses the

device models for the processes.

6.5.2.1 Test Case Physical Lay-out

The lay-out of the test case is derived from the topology of the Dutch industrial and
infrastructure clusters (see Fig. 6.4 on Page 278):
The south-west area of The Netherlands accommodates critical energy infrastructure: a

hydrogen electrolysis facility (Node 1), a steam-methane reformation facility (Node 2), a
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Fig. 6.4: Hydrogen Natural Gas Test Case.

power generation cluster (Node 4), and an LNG terminal (Node 7). The north-west region of
the test case contains heavy industry: a steel mill that uses a combination of natural gas and
hydrogen as its fuel (Node 5). The north-east contains infrastructure that imports natural
gas (Node 6) and hydrogen (Node 8) to the system. Finally, the mid- and south-east region
contains two pipeline junctions (Nodes 9 and 10) and an ammonia factory (Node 3).

The system consists of industrial clusters, connected through dedicated pipelines for
hydrogen and natural gas. Table 6.1 provides an overview of the clusters with the associated
processes, the cost, the capacities of the processes, and the processing time. Note that most
process capacities are not intended to be a binding constraint, however, the capacities of

hydrogen pipe lines 4 and 6 are likely to be binding in some scenarios.
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Table. 6.1: Overview of the test case resources, processes, cost, capacity, and processing
time.

Node # Node Name Processes Quadratic Cost Linear Cost Capacity Processing Time
Electrolyze Water to
Hydrogen and Oxygen - $1000/ ton Hy 3,000 ton Hy / day 2 days
Burn Natural Gas to 2
Generate Electric Power 0.01 $“/ton CHy $145/ton CHy 3,000 ton CHy / day 1 day
Hvd Import Electric Power - $10 MWh 100,000 MWh / day 0 days
. i Tmport Water » - 30,000 ton H, 0/ day 0 days
E efl.rl" ysis Export Water B B 30,000 ton Hp O / day 0days
actiity Import Oxygen - - 30,000 ton O / day 0 days
Export Oxygen - - 30,000 ton Oy / day 0 days
Export CO2 - See Scenarios 30,000 ton CO, / day 0 days
Export Heat Loss - - 30,000 MMBTU / day 0 days
Store Hydrogen - $0.1/ton Hy 21,000 ton Hy / day 1 day
Store Natural Gas - $0.1/ton CHy 100,000 ton CHy / day 1 day
Reform Steam and
Methane to Hydrogen - $ 1000/ ton Hp 3,000 ton Hy / day 2 days
and CO2
Burn Natural Gas to
5 ;lefam Mﬁ(hane Generate Industrial Heat - $ 100/ ton CHy 1,000 ton CHy / day 1 day
F;T.‘:nd fon Import Water - - 30,000 ton Hy O / day 0 days
ety Export Water - - 30,000 ton Hp O / day 0 days
Import Oxygen - - 30,000 ton Oy / day 0 days
Export CO2 - See Scenarios 30,000 ton CO, / day 0 days
Store Hydrogen - $0.1/ton Hy 21,000 ton Hy / day 1 day
Store Natural Gas - $0.1/ton CHy 100,000 ton CHy / day 1 day
3 Ammonia Manufacture Ammonia__ | - [ $100/tonHy T 2,000 ton Hp / day | 0 days |
- Production Facility | Store Hydrogen | - | $0.1/tonHp | 21,000 ton Hy /day | T day |
Burn Hydrogen to 2 ; ’
Generate Electric Power 0.01 $</ton Hy $ 1000/ ton Hy 1,000 ton Hy / day 1 day
Burn Natural Gas to 0.01$%/on CHy | $145/tonCHy | 3,000 ton CH / day 1 day
Hydrogen- and Generate Electric Power
ydrogen- an Consume Electric Power - - 10,000 MWh / day 0 days
4 Natural Gas-fired
P Plant Import Oxygen - - 30,000 ton O, / day 0 days
ower Flan Export Water - - 30,000 ton Hp O / day 0 days
Export Heat Loss - - 30,000 MMBTU / day 0 days
Export CO2 - See Scenarios 30,000 ton CO, / day 0 days
Store Hydrogen - $0.1/ton Hy 21,000 ton Hy / day 1 day
Store Natural Gas - $0.17ton CHy 100,000 ton CHy / day 1 day
Burn Hydrogen to 5 5
Generate Industrial Heat - $ 300/ ton Hy 1,000 ton Hy / day 1 day
Burn Natural Gas to
Hydrogen- and Generate Industrial Heat B $ 100/ ton CHy 1,000 ton CHy / day 1 day
5 Natural Gas-fired Consume Industrial Heat - - 5,000 MMBTU / day 0 days
Steel Mill Export Water - - 30,000 ton Hp O / day 0 days
Export CO2 - See Scenarios 30,000 ton CO, / day 0 days
Import Oxygen - - 30,000 ton O, / day 0 days
Store Hydrogen - $0.1/ton Hy 21,000 ton Hp / day 1 day
Store Natural Gas - $0.17ton CHy 100,000 ton CHy / day 1 day
Natural Gas
’ 6 ‘ Import Station ‘ Import Natural Gas ‘ - ‘ $130/ton CHy ‘ 100,000 ton CHy / day ‘ 0 days ‘
L [ Regasify Natural Gas | - [ $210/tonCHy [ 100,000 ton CHy /day | 0 days |
’ ! ‘ LNG Terminal [ Store Natural Gas | - [ $0.17tonCH; | 100,000 ton CHy /day | Tday |
Hydrogen Import .
8 Station Import Hydrogen - $ 3000/ ton Hy 100,000 ton Hyp / day 0 days
Hydrogen Pipe
’ 9 ‘ Line Intersection Store Hydrogen - $0.1/ton Hy 21,000 ton Hp / day 1 day
Natural Gas Pipe atural Gas . ’ ’
’ 10 ‘ Line Intersection ‘ Store Natural Gas ‘ - ‘ $0.1/ton CHy ‘ 100,000 ton CHy / day ‘ 1 day ‘
Hydrogen Pipe
Line Transport Hydrogen - $0.01/ton Hy 10,000 ton Hp / day 1 day
E{irigen Pipe Transport Hydrogen - $0.01/ton Hy 260 ton Hp / day 1 day
E}:iﬂggéﬂ Pipe Transport Hydrogen - $0.01/ton Hy 260 ton Hy / day 1 day
’ ‘ Natural Gas Transport Natural Gas - $0.01/ton CHy 10,000 ton CHy / day 1 day

Pipe Line
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Table. 6.2: Overview of the test case supply and demand data.

Electric Power Supply at Node 1

i Hydrogen Consumption Electric Power Industrial Heat
Day Scenarios[MWh /gsziarios for Ammonia Production ~ Consumption at Node 4 ~ Consumption at Node 5
1&3 2 &4 at Node 3 [ton / day] [MWh / day] [MMBTU / day]

1 0 6000 0 0 0

2 0 6000 0 0 0

3 0 6000 0 0 0

4 0 6000 0 0 0

5 0 6000 126 1435 35000

6 0 6000 126 1459 35000

7 0 6000 126 1312 35000

8 0 6000 126 1189 35000

9 0 6000 126 1402 35000

10 0 6000 126 1404 35000

11 0 6000 126 1363 35000

12 0 6000 126 1416 35000

13 0 6000 126 1479 35000

14 0 6000 126 1288 35000

15 0 6000 126 1281 35000

16 0 0 126 1455 35000

17 0 0 126 1480 35000

18 0 0 126 1476 35000

19 0 0 126 1275 35000
20 0 0 0 0 0

6.5.2.2 Device Models

The dynamics of the test case processes are described through their device models. These
device models are (mass-based) ratios between input and output operands derived from
their stoichiometry. All weights are in metric ton (1000 kg). The device models of the

transformative processes are derived from the relevant literature:

1. Electrolyze Water to Hydrogen and Oxygen [325]:

2H,0 + Electric Power — 2H, + O, (6.71)

This process consumes 40 - 50 MWh / ton H, [326]. The associated mass-based ratio

is:

8.936 ton H,O + 40 MWh — 1 ton H, + 7.936 ton O, (6.72)

2. Reform Steam and Methane to Hydrogen and CO,: The stoichiometric equation
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combines the steam reformation process and the shift reaction [327,328]:

CHy + 2H,O + Industrial Heat — 4H, + CO, (6.73)

This process consumes around 19.4 MMBTU per ton H, produced. The associated

mass-based stochiometric equation for steam methane reformation is:

1.989 ton CHy + 4.468 ton H,O + 19.4 MMBTU —

1 ton Hy + 5.457 ton CO, (6.74)

. Burn Natural Gas to Generate Industrial Heat:

CH4+ 20, — 2H,0 + CO, + Industrial Heat (6.75)

For this ratio, it is assumed that all generated industrial heat is used productively (with

a HHV of CHy of 891 kJ / mol) [329]. The associated mass-based ratio is:

1ton CHy + 3.989 ton O, —

2.246 ton H,O + 2.743 ton CO, + 52.6 MMBTU (6.76)

. Burn Natural Gas to Generate Electric Power:

CH4+20, - 2H,0 + CO, + Electric Power + Heat Loss (6.77)

The heat rate is assumed at 7633 BTU / kWh [329,330]. The associated mass-based
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ratio is:

1ton CHy + 3.989 ton O, —

2.246 ton H,O + 2.743 ton CO, + 6.897 MWh + 29.1 MMBTU (6.78)

5. Burn Hydrogen to Generate Industrial Heat:

2H, + Oy — 2H,0 + Industrial Heat (6.79)

Where all generated heat is used productively [329]. The associated mass-based ratio

is:

1ton Hy + 7.936 ton O, — 8.936 ton H,O + 134.5 MMBTU (6.80)

6. Burn Hydrogen to Generate Electric Power:

2H, + O, — 2H,0 + Electric Power + Heat Loss (6.81)

For this ratio, the heat rate of the hydrogen-fired turbine is assumed to be 7633 BTU /

kWh. As a result, the mass-based ratio is:

1ton Hy + 7.936 ton O, —

8.936 ton H,O +17.616 MWh + 74.3 MMBTU (6.82)

The remaining transformation processes import or consume operands and are defined only
what they bring into or take out of the system, as displayed in Table 6.1.

Finally, the test case assumes that all transportation processes are lossless:

* Transport Natural Gas, expressed in ton per day.
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Fig. 6.5: SysML Block Diagram of the Hydrogen-Natural Gas System Resources.

* Transport Hydrogen, expressed in ton per day

Table 6.2 presents the four supply and demand curves. Note that in this test case, electric

power cannot be stored and needs to be used immediately.
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Fig. 6.6: SysML Activity Diagram of the Hydrogen-Natural Gas System Processes.

6.5.3 Scenario Data

The test case optimizes four scenarios:

* Scenario 1: the base case scenario without carbon pricing or a fixed renewable

electricity supply.

* Scenario 2: incorporates carbon pricing of $250 per ton for carbon emissions at the

steel mill. It does not include a fixed renewable electricity supply.

* Scenario 3: introduces the fixed renewable electricity supply. It does not include

carbon pricing.

* Scenario 4: incorporates carbon pricing of $500 per ton for all resources and the fixed

renewable electricity supply.

For each of these scenarios, the goal is to have the lowest fulfillment cost for the three

demand operands over the 20 day time horizon (K = 20).
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Fig. 6.7: The engineering system net presented as an arc-constant Colored Petri net.

6.6 Results and Discussion

This section applies the hetero-functional network minimum cost flow program to the
hydrogen-natural gas test case. Sec. 6.6.1 first covers the hetero-functional graph theory
structural model. Sec. 6.6.2 then develops the dynamic model. Sec. 6.6.3 defines the

optimization program. Finally, Sec. 6.6.4 discusses the results of the optimization program.

6.6.1 Hetero-functional Graph Theory Structural Model

The Hetero-functional Graph Theory structural model provides the foundation for the
development of a dynamic model and an optimal control program. It contains the System

Concept (Sec. 6.2.1), the Hetero-functional Incidence Tensor (Sec. 6.2.2), and the Service
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Model (Sec. 6.2.4), which includes the Service Nets and the Service Feasibility Matrices.

Fig. 6.5 describes the system resources with a SysML block definition diagram. The
test case contains 27 resources of which 8 are transformation resources, 2 are independent
buffers, and 17 are transportation resources. The diagram also shows the processes allocated
to each of the resources.

Fig. 6.6 describes the system processes with a SysML activity diagram. The activ-
ity diagram shows the functional reference architecture and the feasible system process
sequences.

The system concept, or the allocated architecture, maps the system processes onto the
system resources with the knowledge base. As expected, the knowledge base has size
219 x 27, with 61 filled elements.

The hetero-functional incidence tensor describes the association of the system buffers
with the capabilities and the system operands. It is defined in Definitions 6.5 and 6.6. For this
test case, the projected Hetero-functional Incidence Tensor has size: 8 x 10 x 61 (operands
by buffers by capabilities) and it has 98 filled elements. The associated Engineering System
Net is presented in Figs. 6.7(a) and 6.7(b), where the latter provides a detailed look at Nodes
1,2, 4, and 5.

Fig. 6.8 describes the service nets for all eight operands in the system. The service net

incidence matrices are defined for each of the operands:

Natural Gas, size: 0(S;;)x a(&p): 1 x6.

Hydrogen, size: 0(S;y) x0(&p): 1 x7.
» Water, size: 0(S;3) x 0(&3): 1 x 8.

* Oxygen, size: 0(Sj4) x0(E14): 1 x7.

Electric Power, size: 0(S;5) x 0(&5): 1 % 5.

Industrial Heat, size: 0(Sjg) x 0(Ej6): 1 x 4.

286



L1: Natural Gas L2: Hydrogen L3: Water L4: Oxygen
o &3 E314
5
T 8311 ) 412 E613
3 &3 &y
&1 I\ 114
Ei1 &2z €51 &313 E713 @ Es14
&1 7
o
Eu3 814
511 €312 &612 &3 e
% 714
513
LS5: Electric Power L6: Industrial Heat L7: CO, L8: Heat Loss
E1is €17
I Eus €116 €316 & s
&5 I—> &7 I Sz @ I E318
I sis &6 &y &8
&35 317
Legend
K S i « Burn Natural Gas to © Burn Natural Gas to P Burn Natural Gas to P Burn Hydrogen to Generate
Si11__Natral Gas €411 Generate Electric Power €213 Generate Electric Power 414 Generate Electric Power 4216 _Tndustrial Heat
3 Reft Stea d Meth: P Burn Hyds to G t P .
Syj; Hydrogen Bsgy  Reform Steam and Methane | 315 mport Water 514 Tt Hoat < M€ | 345 Consume Industrial Heat
3 X < 3 Burn Hydrogen 0 Generate | & Bum Hydrogen to Generate Reform Steam and Methane
S;3 Water g, Transport Natural Gas 413 Industrial Heat 614 Electric Power €416 10 Hydropen and CO2
« Reform Steam and Methane | g Burn Hydrogen to Generate | ¢ N P Reform Steam and Methane
Sii4__ Oxygen E112_ 10 Hydrogen and CO2 515 Electric Power 714 Export Oxygen 11710 Hydrogen and CO2
: Electrolyze Water to Reform Steam and Methane Burn Natural Gas to Burn Natural Gas to
Suis_ Electric Power 212 Hydrogen and Oxveen 613 1o Hydrogen and CO2 115 Generate Electric Power $217__Generate Industrial Heat
; > e P Electrolyze Water to o : ) Burn Natural Gas t
Syi6  Industrial Heat &312  Import Hydrogen Gas €715 Fiydrogen and Oxyeen &5 Import Electric Power B3l7 G e s Do wer
S CO. P Burn Hydrogen to Generate P - i %, . Burn Hydrogen to Generate %
1 2 412 industrial Heat 513 Export Water 315 Flectric Power 417 _Export CO2
S % Burn Hydrogen to Generate % % Electrolyze Water to % Burn Natural Gas to
118 Heat Loss 512 Electric Power €114 Tmport Oxygen 5415 Yiydrogen and Oxygen €118 _Generate Electric Power
1)) Regasify Natural Gas g1 Manufacture Ammonia Ealy ol N &5 Consume Electric Power | ©g  Bum Hydrogen to Generate
&5 Import Natral Gas 75 Transport Hydrogen &3, DumNatural Gasto &)y DumNatural Gasto | 315 Export Heat Loss
P Burn Natural Gas to P Burn Natural Gas to
3! _Generate Industrial Heat 113 _Generate Industrial Heat

Fig. 6.8: Service nets for the Hydrogen Natural Gas test case.

» Carbon Dioxide, size: a(S;7) x 0(E7): 1 x 4.

* Heat Loss, size: a(S;g) x 0(&jg): 1 % 3.

The services are synchronized with the engineering system capabilities through the
service feasibility matrix. The service feasibility matrices are defined for each of the

operands:

Natural Gas, size: 0(&;1) x 0(Eg): 6 x 61.

Hydrogen, size: (&) xo(Eg): 7 x 61.

Water, size: 0(&3) x 0(Eg): 8 x 61.

* Oxygen, size: 0(&4) x 0(Eg): 7% 61.

Electric Power, size: 0(&j5) x (Eg): 5x 61.
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* Industrial Heat, size: 0(&jg) X 0(Eg): 4x 61.
* Carbon Dioxide, size: 0(&7) x 0(Eg): 4% 61.

* Heat Loss, size: 0(&3) x0(Eg): 3 x 61.

6.6.2 Hetero-functional Graph Theory Dynamic Model

The hetero-functional network dynamics model was introduced in Sec. 6.3. The first element
of the dynamic model is the engineering system net, modified to incorporate the device
models. The device model matrices D and Dy have size: o(L) x 0(P) = 8 x 219. The
incidence matrices in the engineering system net are modified as noted Eqgs. 6.25 and 6.26.
The second element of the dynamic model contains the service nets. These are directly
adopted from the structural model. The final element of the dynamic model describes the
synchronization equations for the coupling of the engineering system net and the service
nets. The synchronization matrices K:L and Ki_ are defined by incorporation of the device
models in Egs. 6.27 and 6.28 and have the same size as the service feasibility matrices as

defined in the previous section.

6.6.3 Hetero-functional Network Minimum Cost Flow Program

The definition of the quadratic program follows the description in Sec. 6.4. For this specific

test case, the program is defined as follows:

minimize Z = xTFpr + fgpx (6.83)
s.t. Agpx = Bgp (6.84)
Dgpx < Egp (6.85)
x>0, xeR (6.86)
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where: x has size: 8,463 x 1, Fgp has size: 8,463 x 8,463, pr has size: 8,463 x 1,
Aqp has size: 7,323 x 8,463, Bgp has size: 7,323 x 1, Dgp has size: 1,281 x 8,463,
and Egp has size: 1,281 x 1. The quadratic cost function, the Fgp-matrix, has positive
eigenvalues. In combination with the linear constraints, that results in a convex quadratic
program. The linear equality constraints matrix Agp consists of block rows that reflect the
equality constraints (as introduced in Sec. 6.4.9). These block rows are now discussed in
order.

State transition functions for engineering system net are introduced in Sec. 6.4.1. The

state transition function for the engineering system net buffers is:

—Qplk +1]+ Qp[k] + MtU*[k]-M U [k]=0  Yke{l,...,K) (6.87)

The M™ and M~ are the positive and negative engineering system net incidence matrices,
with size 80 by 61, with 62 and 60 filled elements respectively. The state transition function

for the engineering system net transitions is:

—Qelk+1]+ Qelk]-U*[k]+ U [k] =0 Vkell,...,K} (6.88)

The duration constraint for engineering system net transitions is (as introduced in Sec.

6.4.4):

~UTlk+kgpl+U[k]=0  Vke(l,... K} (6.89)

The state transition functions for the system service net is introduced in Sec. 6.4.2. The

state transition function for the system service net places is:

~Qgrlk+1]+ Qg [k]+ M; U [k]-M; Ui [k]=0  Vke{l,...,K) (6.90)
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The M; and M| are the positive and negative system service net incidence matrices, with
size: 8 by 44, with 24 and 22 filled elements respectively. The state transition function for

the system service net transitions is:
—Qerlk+1]+ QgL k] - U/ [k]+ U [k] =0 Ykell,...,K} (6.91)

The synchronization of the engineering system net and the system services net is achieved
through the system services feasibility constraints, as introduced in Sec. 6.4.3. The system

services feasibility constraints are:

Uf[k]-A*U*[k]=0  VYkefl,...,K) (6.92)

U [k|-A"U[k]=0  Vke({l,...,K) (6.93)

The matrices A* and A~ are the positive and negative system services feasibility matrices,
of size 43 by 61, with 62 and 60 filled elements respectively.

The demand and supply function is introduced in Sec. 6.4.5:

Doy 0107 k] = Cap k]  Vkell,..,K) (6.94)
0 Dg,||U” Cgn
Where Dg,, has size 1 x 0(Qg¢) with a single filled element, as the program contains a
single predetermined import transition (Import Electric Power at Node 1). Dg, has size
3 x 0(Qg) with three filled elements, as the program contains three predetermined export
transitions (Manufacture Ammonia at Node 3, Consume Electric Power at Node 4, and
Consume Industrial Heat at Node 5).

The initial and final condition constraints are introduced in Sec. 6.4.6. The initial
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condition constraint is defined as:

Qp Cpi
1°(QB)+0(Qe)+0(Qs1) o) [k=1]= Ceq (6.95)
Qsr Cst1

Where the identity matrix is adjusted to have a zero value on the diagonal at the import
transition.

The final condition constraint is defined as:

Qp Cpk

Qe Cex
1°(QB)+20(Q¢e)+0(Qsr)+0(QerL) Qst [k=K+1]= Csrx (6.96)

U~ 0

U, 0

Where the identity matrix is adjusted to have zero values on the diagonal at the export
transitions.

The linear inequality constraints matrix Cp consists of block rows that constrain the
capacity of the transitions in the engineering system net (as introduced in Sec. 6.4.7).

U+

Dc
k]<Cy  Vkell,..,K+1) (6.97)

p
o Iy

Finally, the objective function follows the definition in Sec. 6.4.8. In this test case,
there is a quadratic cost component for three transitions (Burn Natural Gas to Generate
Electric Power at Node 1, Burn Hydrogen to Generate Electric Power at Node 4, and Burn
Natural Gas to Generate Electric Power at Node 4) as is common in the power systems
literature [331,332]. Furthermore, for this test case, a value of 1e710 is added to all diagonal

elements in the quadratic cost matrix Fgp to ensure that the matrix is positive definite. All
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Table. 6.3: Overview of cost and carbon emissions per scenario

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Total Cost $6,092,627.17 $10,452,421.24 $11,777,395.62 $25,244,985.80
Total CO, Emissions  47,026.74 ton  45,041.97 ton 33,091.17 ton 0 ton

transitions incur a linear cost as defined in Table 6.1. All costs, both linear and quadratic,
are imposed on the negative firing vectors except for the import transitions. Those costs are

imposed on the positive firing vectors. The objective function is:

Z =x"Fopx + fQpx (6.98)

6.6.4 Scenario Results

The final results of this work encompass the optimization of the test case program for the four
different scenarios. The optimization program matrices were defined in MATLAB 2019a
and solved as a quadratic program using the CONOPT 3 solver in GAMS. All programs
were found to be locally optimal in less than 2 seconds when running the program on a
MacBook Pro (15-inch, 2017) with a 3.1 GHz Quad-Core Intel Core i7 and 16 GB RAM.

Table 6.3 provides an overview of the total cost and the carbon emissions of each of the
four scenarios. Fig. 6.9.a) shows a breakdown of the carbon emissions per resource, Fig.
6.9.b) the natural gas balance (the generation and consumption for each of the resources),
and Fig. 6.9.c) the hydrogen balance for the system as a whole. The results of the scenarios
are now compared.

Scenario 1 is the least expensive scenario, but it emits the highest level of carbon dioxide.
Since there is no renewable energy input to the system, electrolysis is only used to replace
steam reformation in time step 3. Steam reformation requires an extra time step to ramp up
from a cold start and cannot fulfill the hydrogen demand in time step 4. The demand for
industrial heat in the steel mill is satisfied by natural gas as the least cost option.

Scenario 2 imposes a carbon tax of $ 250 per ton CO, emitted by the steel mill. Scenario
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a) Carbon Emissions per System Resource b) Natural Gas Production (1) and Consumption (r) ¢) Hydrogen Production (1) and Consumption (r)
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Fig. 6.9: a) Carbon emissions per system resource for all time steps. b) Natural Gas
Production (left column) vs. Natural Gas Consumption (right column) for all time steps. c)
Hydrogen Production (left column) vs. Hydrogen Consumption (right column) for all time
steps.

2 is 72% more expensive than scenario 1, while emitting 4% less carbon dioxide. The
steel mill sources almost all of its industrial heat from hydrogen to avoid the carbon tax.
Its hydrogen supply is produced by the SMR process and causes a substantial increase of
carbon emissions at the SMR facility relative to scenario 1. Not all industrial heat is satisfied
by hydrogen, as the capacity of Hydrogen Pipe Line 4 is insufficient. The remainder of the
industrial heat is supplied by natural gas combustion, as the imported hydrogen is more
expensive than the combination of imported natural gas and a carbon tax.

Scenario 3 incorporates a predetermined supply of renewable electricity to the system.
The electricity cannot be transported and forces the production of hydrogen through elec-

trolysis. The total carbon dioxide emissions are 30% lower than in scenario 1. The total cost
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of scenario 3 is 93% higher than scenario 1 and 13% higher than scenario 2. The hydrogen
through electrolysis is predominantly used to supply the ammonia facility and the left-overs
are used to produce industrial heat in the steel mill. Natural gas is used to provide the bulk
of the industrial heat in the steel mill as the least cost option.

Scenario 4 combines the renewable electricity supply with a carbon tax of $500 per ton
CO, at all locations. This results in a cost increase of 314% over scenario 1 and zero carbon
emissions (within the boundaries of this system). As the use of natural gas is clearly too
expensive in this scenario, the supply of hydrogen is satisfied by the least cost routing of
the hydrogen. The steel mill is a single transportation process removed from the hydrogen
import facility and therefore, it receives predominantly imported hydrogen. Hydrogen Pipe
Line 6 reaches its capacity limit as a result.

From the optimization results of these four scenarios, it is clear that the hetero-functional
network minimum cost flow program enables the optimization of a continuous flow multi-
operand system over time with storage of operands, transformation of operands, and the
explicit description of the state of operands. This holistic program enables the user to study

trade-offs and synergies in the behavior of interdependent systems.

6.7 Conclusion

This work set out to define a hetero-functional network minimum cost flow optimization
program that enables the optimization of large flexible engineering systems across multiple
types of operands. This program is the first of its kind, as it is the first hetero-functional
graph theory-based optimization program.

In the process of developing the first hetero-functional network minimum cost flow
optimization program, this work has established the first formal connection between the
Hetero-functional Incidence Tensor, arc-constant Colored Petri nets, and the Engineering

System Net. Furthermore, it has defined the first integration of device models to the
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feasibility matrices that couple the engineering system net and the system services net.
Additionally, the implementation of the hetero-functional network minimum cost flow
optimization program accommodates the explicit definition of time and therefore storage.
Moreover, the program accommodates both linear and quadratic optimization of such
a dynamic, hetero-functional network model. Finally, the demonstration of the hetero-
functional network minimum cost flow program in this paper has lead to the definition of

the first hydrogen-natural gas infrastructure test case.

Chapter Summary:

This chapter successfully developed a hetero-functional network minimum cost flow program
for engineering systems. The chapter leveraged the hetero-functional graph theory structural
model and Petri net dynamics to develop a continuous flow dynamic system model. The
chapter then translated this dynamic system model to the quadratic program canonical form.
The application of the program to various policy scenarios in the hydrogen-natural gas
test case demonstrated that the program may be implemented for engineering systems of
arbitrary topology and that the program specifically includes the synergies and trade-offs of

interdependent engineering systems. |
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Chapter 7

Conclusion and Future Work

This dissertation set out to advance a Hetero-functional Graph Theory for engineering
systems to study their structure, behavior, and optimization. This chapter provides the
concluding remarks to the dissertation. Section 7.1 first discusses the outcomes to each
of the research questions and the thesis statement, as introduced in Section 1.5. Then,
Section 7.2 provides an overview of the contributions by the work in this dissertation to the
engineering systems and hetero-functional graph theory literature. Finally, Section 7.3 seeks

to provide insight in both the limitations and the future work related to this dissertation.

7.1 Conclusion

The thesis statement of this dissertation is defined in Section 1.5 as:
Thesis Statement: A Hetero-functional Graph Theory provides a novel approach to
modeling the structure of large flexible engineering systems such that it enables simulation

and optimization of the behavior of such systems.

In order to investigate this statement, four research questions were posed. This section

addresses each of these questions and provides a number of concluding remarks.
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7.1.1 Research Question 1

Why are existing modeling frameworks of engineering system structure inadequate?
Existing modeling frameworks of engineering system structure cannot describe all engineer-
ing systems adequately as a result of their ontological insufficiencies. This conclusion is
reached based on a review of the literature in Chapter 2.

The context to this conclusion is a comparison of the experimental, data-driven, and
model-based approach for engineering system analysis. Though these approaches are
complementary, it was concluded that the model-based approach deserves specific attention
as it provides insight towards both behavioral and structural interventions while it is relatively
affordable (Section 2.1.3). Within the set of model-based approaches, quantitative structural
models were found to be especially useful towards the study of engineering system structure,
as they provide quantitative insight and are potentially generalizable across engineering
disciplines to provide holistic models of engineering systems (Section 2.2.1).

As existing multilayer networks approaches have ontological insufficiencies that result in
limitations as to which engineering systems can be modeled, there is a need for an alternative
quantitative structural modeling approach (Section 2.2.2). Multilayer network approaches
impose at least one of eight constraints, as identified by Kiveld, that limit the type of system
that can be modeled [95]. The theory of ontology was then used to establish that multilayer
networks are neither “Complete"” nor “Lucid": multilayer networks neither have enough
modeled elements to represent all conceptual elements, nor do their conceptual elements
have unique representations in the modeling elements (Section 2.3.1).

The work to answer this research question draws upon Chapter 23 in the “Handbook of
Engineering System Design" [48] and Chapters 2 and 3 in the book “A Hetero-functional

Graph Theory for Modeling Interdependent Smart City Infrastructure” [5].
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7.1.2 Research Question 2

What is an ontologically clear structural model of a hetero-functional engineering
system?

Hetero-functional graph theory provides an ontologically clear structural model of a hetero-
functional engineering system.

This conclusion is reached through a theoretical exposition (Chapter 3) and two demon-
strations of hetero-functional graph theory (Chapter 4). The theoretical exposition develops
hetero-functional graph theory as an intellectual fusion of model-based systems engineering
and network science. Hetero-functional graph theory consists of seven constituent mathemat-
ical models that are all related to counterparts in SysML. The definition of this relationship
assumes SysML to be an accurate representation of the Domain Conceptualization and
establishes hetero-functional graph theory as the Language that represents it. Consequently,
hetero-functional graph theory is established as an ontologically clear structural model of a
hetero-functional engineering system.

The demonstration of hetero-functional graph theory for two hetero-functional engineer-
ing system test cases serves two goals: first, it seeks to illustrate the use of hetero-functional
graph theory and second, it shows that hetero-functional graph theory is able to describe a
system that violates all eight limitations on the modeled system as imposed by multilayer
networks.

The theoretical exposition of hetero-functional graph theory draws upon Chapter 4 in
the book “A Hetero-functional Graph Theory for Modeling Interdependent Smart City
Infrastructure” [5]. The demonstration of hetero-functional graph theory draws upon
Chapter 5 and Appendix A in the book “A Hetero-functional Graph Theory for Modeling

Interdependent Smart City Infrastructure" [5].
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7.1.3 Research Question 3

How can a Hetero-functional Graph Theory structural model be revised with dynamic
behavior so as to simulate an engineering system?
A hetero-functional graph theory structural model provides the foundation for the develop-
ment of a dynamic model (Chapter 5). Device models describe the behavior of the degrees
of freedom. Subsequently, the device models are coupled based on the sequence-dependent
degrees of freedom (represented in Chapter 5 with incidence matrices). This coupled system
of device models describes the holistic, dynamic behavior of the engineering system.

The development of the dynamic model for engineering systems is applied specifically to
a microgrid-enabled production system. The model leverages petri net dynamics to describe
the dynamics of the production system degrees of freedom. For the microgrid dynamics,
the work finds that the hetero-functional graph theory structural model results in a dynamic
model that is entirely consistent with traditional power flow analysis. Furthermore, the
work simulates a test case of a microgrid-enabled production system that tracks carbon
emissions as a proxy for sustainability (a life-cycle property). The simulations show that the
integration of renewable energy resources into the microgrid-enabled production system have
the potential to reduce carbon emissions, but that care should be taken as the generation of
renewable electricity does not necessarily correspond to the load imposed by the production
system dynamics.

This work draws from a 2017 journal article entitled “A Dynamic Model for the En-
ergy Management of Microgrid-Enabled Production Systems" in the Journal of Cleaner

Production [35].

7.1.4 Research Question 4

How can a Hetero-functional Graph Theory dynamic model be optimized?
The definition of an optimization program for a hetero-functional graph theory-based

dynamic model requires the reformulation of the system of dynamic equations (Chapter
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6). First, the state transition functions are reformulated as equality constraints. Second,
physical limitations and other external parameters to the dynamic model are reformulated as
constraints: boundary conditions, demand and supply constraints, and capacity constraints.
Finally, an objective function is formulated such that the program minimizes cost over time
while satisfying all the constraints.

This work relates back to the development of the hetero-functional graph theory-based
dynamic model and work that has been developed in parallel to this dissertation on the topic
of the hetero-functional incidence tensor. This work establishes the relationship between
arc-constant colored Petri nets and the hetero-functional incidence tensor to solidify the
relationship between existing theory for dynamic models (Petri nets) and a novel structural
modeling approach (hetero-functional graph theory). The first integration of device models
to the system service feasibility matrices couple the engineering system net dynamics to the
operand behavior.

The demonstration of the hetero-functional network minimum cost flow optimization
program to a hydrogen-natural gas infrastructure system finds that the program explicitly
defines time and enables storage of operands. This demonstration also shows that the hetero-
functional graph theory foundation to the optimization program enables the optimization of

an integrated, multi-disciplinary system.

7.1.5 Concluding Remarks

In conclusion, the dissertation has advanced a hetero-functional graph theory. First, it
established a need for a novel approach to modeling engineering systems as the inadequacies
of other methods were explored. Then, hetero-functional graph theory was found to be
a novel, ontologically clear quantitative structural modeling framework for representing
engineering systems. Thereafter, it was shown that hetero-functional graph theory serves as a
foundation for the development of a dynamic system model for engineering systems. Finally,

the dissertation has shown how to develop an optimization program for hetero-functional
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graph theory based dynamic models. Hetero-functional graph theory is shown to provide a
novel approach to modeling the structure of large flexible engineering systems such that it

enables simulation and optimization of the behavior of such systems.

7.2 Contribution

This section provides an overview of the research contributions that have resulted from
answering the four research questions discussed above. The contributions of this thesis
are classified in three main areas: contributions towards 1) ... the context of modeling for
engineering systems, 2) .. .the advancement of a Hetero-functional Graph Theory, and 3)
...the application domains of a Hetero-functional Graph Theory. The contributions of the

thesis are:

1. Contextual contributions: this dissertation provides . ..

e ...the first high level overview of evaluation methods for engineering systems

in Section 2.2.1.

e ...the first demonstration that modeling limitations by the multilayer network
community are restricting which engineering systems can be modeled in Section

2.2.2.

e ...the first discussion as to why existing multilayer network models are inad-
equate to model engineering systems, with the argument rooted in ontological

sciences in Section 2.3.1.

2. Contributions towards the advancement of a Hetero-functional Graph Theory:

this dissertation provides . ..

e ...the first argument that Hetero-functional Graph Theory provides an ontologi-
cally clear structural model of a hetero-functional engineering system in Chapter

3.
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* ...the first argument that explicitly couples systems engineering modeling con-

cepts to Hetero-functional Graph Theory in Chapter 3.

* ...the first complete and consistent overview of Hetero-functional Graph Theory

in Chapter 3.
e ...the first introduction of the following mathematical elements:

— Transportation processes of transformative nature in Section 3.1.
— The controller adjacency matrix in Section 3.4.
— The system adjacency matrix in Section 3.7.

e ...first definition of an optimization program for a Hetero-functional Graph

Theory based dynamic engineering system model in Chapter 6.

3. Contributions towards the application domains of a Hetero-functional Graph

Theory: this dissertation provides ...

e ...the first Hetero-functional Graph Theory based model for three coupled

infrastructure systems through the Trimetrica test case in Chapter 4.

... the first Hetero-functional Graph Theory based model for a four layer system

with three infrastructures and a control layer in Section 4.11.

... the first Hetero-functional Graph Theory based model for a dynamic energy

management of a microgrid-enabled production system in Chapter 5.

* ...the first definition of a dynamic model for a Hydrogen-Natural Gas network

in Chapter 6.

7.3 Limitations and Future Work

This dissertation has consolidated and advanced hetero-functional graph theory as a novel

methodology for modeling engineering system structure, behavior, and optimal control.
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This dissertation may therefore be used as a starting point for further research and the
development of more advanced tools in the areas of engineering system structure, behavior,
and optimization. Based on this work and other recent advances in hetero-functional graph
theory, this thesis identifies three main areas of future development.

The first area of future work is the development of more and better measures of life-cycle
properties. As noted in Chapter 2, life-cycle properties are essential to understand the
socio-technical nature of engineering systems. Hetero-functional graph theory may serve
to support further quantitative understanding of life-cycle properties as its description of
engineering systems has a more expansive feature set than existing modeling approaches.

The initial focus of hetero-functional graph theory was the development of measures
for reconfigurability and modularity of manufacturing systems [6,7,20]. More recently,
there has been a push to understanding resilience of energy systems [8, 10,11, 14,28,29].
Furthermore, Prof. Khayal’s healthcare system research has leveraged hetero-functional
graph theory in combination with statistics to create a deeper understanding of a patient’s
health state and enable personalized healthcare delivery [39,44,333]. It therefore appears
that hetero-functional graph theory is generalizable beyond the disciplines in this thesis (as
conventional graph theory is). The use of hetero-functional graph theory in other fields may
lead to the development of new measures for life-cycle properties and the conversion of
those measures to create insight in multiple other disciplines.

The second area of future work entails the development of better and more extensive
toolchains for hetero-functional graph theory. Currently, the use of hetero-functional graph
theory requires an extensive and lengthy modeling process. This is a direct result of the need
to accommodate heterogeneity in the described systems. However, this complex process
may be prohibitive to some users and it is desirable to lower the barrier of entry to using
hetero-functional graph theory. To that end, the hetero-functional graph theory toolbox has
been published on GitHub, but this is only a small part of process [334].

Examples of such novel tools are an integrated SysML and hetero-functional graph
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theory software package, where SysML diagrams can be directly translated to hetero-
functional graphs. Furthermore, software exists to develop extensive dynamic models (for
example Modelica). An avenue of future work could thus be the integration of such dynamic
modeling software such that is leverages a hetero-functional graph theory structural model.
A natural extension of that is the development of an optimization package that integrates the
hetero-functional graph theory-based dynamic model.

A final aspect of increasing the adoption of hetero-functional graph theory is the need
for more expansive pedagogical tools. Currently, hetero-functional graph theory is taught at
a graduate or advanced undergraduate level, or through a book. At some schools, it may be
possible to integrate the fundamentals of hetero-functional graph theory into introductory
courses such as “systems thinking." One could also leverage alternative or new media
channels, such as videos or interactive online tutorials.

The third area of future work focuses on the construction of bridges to other engineering
systems analysis approaches. The inspiration for this third area of work is drawn from
Kiveld et. al. [95], who, for the work in multilayer networks, emphasize the need “to
unify the various disparate threads and to discern their similarities and differences in
as precise a manner as possible.” There is a clear need to converge the approaches to
analyzing engineering systems, while respecting the unique perspectives that they all offer.
The construction of bridges to other fields enables researchers to value the inputs and
contributions of those respective fields.

This dissertation has established bridges to several other fields. Chapters 2 and 3 em-
phasize the connections between hetero-functional graph theory, model-based systems
engineering, and graph theory. Recent work by Farid et. al. [52] further reinforces the
similarities and differences between hetero-functional graph theory and multilayer networks
through a comparison of tensor-based formulations. Chapter 6 has established the relation-
ship between the discrete-event dynamics community through Petri nets and the Operations

Research community through a quadratic program. However, more bridges need to be build.
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Examples include bridges to the fields of System Dynamics, Bond Graphs, and Linear

Graphs as distinct approaches to developing dynamic models of engineering systems.
This last avenue of future work reinforces the need for a convergence of theory to

describe engineering systems. Hopefully this dissertation contributes to building bridges

and converging the theory.
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